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Abstract. Tropospheric aerosol can affect climate and the chemistry of the atmosphere. 
Organic particulates form a significant fraction of the atmospheric suspended matter over 
forested areas and may originate to a large extent from the oxidation of natural hydrochrbons. 
A three-dimensional global model of the troposphere is used to evaluate the contribution to 
the global organic aerosol (OA) source of the secondary organic aerosol (SOA) derived from 
the ozonolysis of biogenic volatile organic compounds (BVOC) and its evolution since 
preindustrial times. BVOC have been represented by a mixture of or- and 13-pinenes, and 
their aerosol-forming parameters and chemical reactivities versus 03, OH, and NO3 have 
been estimated using laboratory information. An important factor in SOA formation is the 
deposition of condensable aerosol oxidation products onto preexisting organic aerosol, and 
this has been taken into account. The thus-calculated source of SOA is evaluated to have 

increased from 17-28 Tg/yr in preindustrial times to 61-79 Tg/yr at present. This threefold to 
fourfold enhancement of the formation of organic aerosol from natural BVOC is attributed to 
an increase in ozone and organic aerosol from anthropogenic sources. The main uncertainties 
involved in our calculations are related to the composition of BVOC emissions and the 
details of their aerosol formation capabilities. 

1. Introduction nitrate, and hydroxyl radicals) deserves investigation, since 
secondary organic aerosols (SOA) might have constituted a 

During the past decade much attention has been paid to the major component of condensation nuclei (CN) and cloud 
impact of aerosols on atmospheric chemistry and climate and to condensation nuclei (CCN) over the continents during the 
the ability of hydrophilic aerosols to act as cloud condensation preindustrial era. Laboratory studies [Novakov and Penner, 
nuclei [Novakov and Penner, 1993; Novakov and Corrigan, 1993] have shown that the water-soluble organic species in 
1996]. At continental midlatitudes, organic material contributes smoke particles from smoldering biomass combustion are 
--20-50% of the total fine particulate mass [Saxena and responsible for the CCN activity of these particles. Little is 
Hildemann, 1996]. In tropical forested areas this contribution known about the physical and chemical properties of the 
can be as high as 90% [,4ndreae and Crutzen, 1997: Talbot et biogenic SOA. Kerminen [1999] calculated that organics with 
a/., 1988. 1990: ,4rtaxo eta/., 1988, 1990]. A substantial low volatility and high gas phase production rate can contribute 
t?action of the organic component of atmospheric particles was significantly to the growth of nuclei [o CCN size. Cruz and 
shown to consist of water-soluble, possibly multifunctional Pandis [1997] observed that dyoctylphthalate aerosol as large as 
compounds [Saxena and Hi/demann, 1996]. ,4ndreae and 0.15 gm in diameter did not become activated even at 
Crutzen [1997] have suggested that the production of organic supersaturation as high as 1.2%, whereas adipic and glutaric 
aerosols from the oxidation of biogenic organic compounds acid containing SOA can serve as CCN at supersaturations of 
might range fi'om 30 to 270 Tg/yr and thus can be comparable in 0.3% and 1.0%. Their results indicate that CCN activity of 
magnitude to the production of biogenic and anthropogenic hygroscopic organic aerosol may be compared to that of some 
sulfate aerosols [Pandis eta/., 1992]. No investigations exist up inorganic aerosols. In contrast, t7rkku/a eta/. [1999] found pure 
to date on the possible evolution of this secondary source of organic particles resulting from terpene oxidation to be only 
organic aerosols since preindustrial times. 

The impact of human activities on secondary organic aerosol 
lbrmation due to the increased levels of the oxidants (ozone, 
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slightly hygroscopic. The hygroscopic properties of mixed 
organic and mixed organic/inorganic particles appear to be even 
less well established. Saxena eta/. [1995] concluded that for 
nonurban locations the presence of organics in atmospheric 
particles enhances water absorption by inorganics whereas for 
urban locations it has the opposite effect. More experimental 
investigations on the chemical composition and hygroscopicity 
of SOA are required to determine their potential role as CCN. 
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Laboratory studies have shown that oxidation of several 
biogenic compounds like ct- and [3-pinene by OH, 03, and NO3 
radicals produces organic substances which can condense into 
particulate matter [Odum et al., 1996; Hoffmann et al., 1997; 
Christoffersen et al., 1998; Griffin et al., 1999a]. Isoprene, the 
biogenic hydrocarbon with the largest emissions, has a major 
impact on the global levels of oxidants via gas phase reactions 
in the troposphere [Houweling et al., 1998; Wang et al., 1998• 
Kanakidou and Crutzen, 1999; Poisson et al., 2000]. However, 
its role in organic particulate matter formation is minor 
compared to the monoterpenes [Pandis et al., 1992]. 

Experimental chamber [Christq.ffersen et al., 1998] and field 
[Kavouras et al., 1998, 1999] studies have focused on the 
identification and quantification of the condensable oxidation 
products of terpene oxidation reactions and the understanding of 
the chemical and physical mechanisms which lead to this 
condensation. Recently, some pinene oxidation products were 
identified and quantified in fine atmospheric particles over 
tbrested areas in southern Europe [Kavouras et al., 1998, 1999]. 
These observations indicate that organic acids formed by pinene 
oxidation might be linked to new particle formation over 
forested areas since their concentrations maximized 

simultaneously with that of Aitken particles, whereas sulfate 
aerosol did not show the same pattern. Chamber experiments 
provided insight into the process of new particle formation by 
heteromolecular homogeneous nucleation [Hoffmann et al., 
1998]. Stable binary diacid adducts, which could fbrm new 
particles, have been identified in the particulate phase resulting 
from ct-pinene oxidation by O3 [Hoffmann et al., 1998]. 

The efficiency of particulate matter generation from the 
oxidation of gaseous biogenic hydrocarbons depends on the 
chemical structure of the parent hydrocarbon reacted. the 
reaction partner, and the chemical structures. properties. and 
amounts of the products tbrmed. According to photooxidation 
chamber experiments [Odum et al., 1996; Hoffmann el a/., 1997. 
1998: Christoffersen eta/.. 1998: Griffin eta/., 1999a] the 
aerosol yield t¾om oxidation reactions of ot-pinene is about half 
that from [3-pinene, which, in turn, is •75% of that of limonene. 
Note, however, that the yields of these compounds are highly 
dependent on the amount of organic aerosol present in the 
experiment to act as an absorptive medium. It has been also 
shown that most of the mass of the oxidized monoterpenes 
remains in the gas phase [Hoffmann et al., 1998], so that 
monoterpenes also have an impact on gas phase chemistry, as 
taken into account in this study. It was thrther found that 
reactions of [3-pinene with O3 and nitrate radicals (NO3), which 
are of major importance during night, lead to higher aerosol 
yields than reactions with hydroxyl radicals [Hoffmann eta/., 
1997], which dominate gas phase hydrocarbon oxidation during 
the day. 

Odum et al. [1996] and Hoffmann et al. [1997] developed a 
simple model of gas-to-particle partitioning to describe the 
formation of organic particulate matter from biogenic 

2. Model 

2.1. Transport Model and Gas Phase Chemistry 

We use the well-documented global three-dimensional 
chemistry-transport model, Model of the Global Universal 
Tracer Transport in the Atmosphere (MOGUNTIA) [Crutzen 
and Zimmermann, 1991; Kanakidou and Crutzen, 1993, 1999; 
Dentenet and Crutzen, 1993], to simulate the spatial and 
temporal distribution of tropospheric oxidants, adopting the 
most recent kinetic data [Hoffmann et al., 1997; Atkinson, 1997; 
.4schmann et al., 1998; Hatakeyama et al., 1991] and global 
emission inventories [Guenther et al., 1995] fbr biogenic 
organic compounds. The oxidant levels are calculated with a 
chemical scheme which describes carbon monoxide (CO), 
methane (CH4), and nonmethane C2-Cs hydrocarbon (NMHC) 
oxidation, including isoprene [Poisson et al., 2000; Kanakidou 
and Crutzen, 1999]. This mechanism was expanded with a 
simplified gas phase pinene oxidation scheme, including 03, 
OH, and NO3 as oxidants. Ozonolysis of pinenes is also taken 
into account as a source of OH with yields of 0.76 and 0.33 
from or- and [3-pinene, respectively [Atkinson, 1997]. However. 
according to our calculations the overall global effect of pinenes 
on OH radicals is small. Enhanced conversion of nitric oxide 

(NO) to nitrogen dioxide (NO2) by the additional generation of 
peroxy radicals (tollowed by photolysis of NO,) acts as a source 
of ozone. Formation of CO. formaldehyde, and acetone from 
reactions of pinenes with OH and 03 is taken into account on 
the basis of reported yields [Atkinson, 1997; Aschmann eta/., 
1998; Hatakeyama eta/., 1991]. Thus, in our model on a molar 
basis, reaction of ot-pinene with OH yields 11% acetone and 
97% CO: reaction of [3-pinene with OH produces 8.5% acetone. 
43% CO, and 54% formaldehyde. Ozonolysis of 
ot-pinene is forming 22% formaldehyde and 9% CO whereas 
ozonolysis of [3-pinene is producing 76% tbrrnaldehyde and 9% 
CO. 

The model has been initialized by SOA, OA, and or- and 
[3-pinene mixing ratios of 0.01 pptv. All other compounds have 
been set to December mixing ratios derived by previous 
simulations which reached equilibrium [Kanakidou and 
Crutzen. 1999]. The model is being run for a year with a spin-up 
time of a month. 

2.2. Aerosol Formation and Removal 

The aerosol/gas-phase-partitioning equilibrium model 
described by Hoffmann el a/. [1997] has been adopted for this 
study to describe SOA formation by biogenic volatile organic 
compounds. Because of substantial lack of data on the 
aerosol-forming efficiencies of the reactions with OH and NO3. 
in this study we will only consider SOA formation by reactions 
of 03 with or- and 13-pinene. thus probably underestimating SOA 
production. Few mixed system kinetic data exist from the 
so-called "photochemistry" experiments, in which probably all 

hydrocarbon oxidation in chamber experiments. Very recently, three oxidants were present [Hoœfmann eta!.. 1997: Gr!œfin el 
Griffin et al. [1999b] performed an exploratory study of the al.. 1999a]. While these studies indicate a potentially important 
present-day SOA formation from the oxidation of BVOC, using contribution to SOA lbrmation of other oxidants than ozone, it 
the oxidant distributions derived from a three-dimensional (3-D) is unfortunately difficult to adopt these data for our study. Their 
chemical transport model, and estimated a global production of use requires that the levels and the relative importance of the 
SOA of l3-24Tg/ySOA. oxidants in the chamber are representative of the real 

In this work, we present results from the first global 3-D atmosphere and close to the model calculations. Otherwise, the 
modeling study of the evolution of the production and temporal model results might favor oxidation of biogenic volatile organic 
and spatial distribution of SOA from the oxidation of biogenic compounds (BVOC) and thus SOA formation by the oxidant 
hydrocarbons since the preindustrial times. which is anomalously abundant in the chamber, providing, thus, 
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erroneous estimate of SOA formation. Note, however. that the and the thus-calculated distributions of SOA are presented in 
reactions of pinenes with OH and NO3 radicals are taken into section 3.1. It should be noted that deposition onto other aerosol 
account as a sink for pinenes, affecting gas phase chemistry. types and absorption into aqueous aerosols via Henry's law are 
Reactions of biogenics with ozone appear, however, to be the not taken into account in this study. 
main source of SOA [Hoffmann et al., 1997]. This is in line with For simplification, in all simulations presented in section 3. 
recent observations of sharp SOA rises in forested areas together the mixture of BVOC (i.e., monoterpenes include or- and 
with rapid increases in ozone [Kavouras et al., 1998, 1999; [3-pinene, limonene. myrcene, sabinene, A-carene, ocimene, 
Bonsang et al., 1999]. SOA formation by ozonolysis is terpinolene. and terpinene, and the aerosol-producing other 
represented by a two-product formulation as shown below reactive volatile organic compounds (ORVOC) include 
(equation (1)). These products are expected to be terpenoid alcohols. n-carbonyls, aromatics, sesquiterpenes, 
multifunctional compounds like diacids [Saxena and terpenoid ketones, and higher olefins) has been represented by 
Hildemann, 1996' Hoffmann et al., 1998; Kavouras et al.. 
1998]. The buildup of secondary organic aerosol mass is a 
thnction of the total equilibrium amount of OA that is available 
to absorb [Odurn et al., 1996; Hoffmann et al., 1997] and is 
calculated using an iterative solution as given by Hoffmann et 
al. [ 1997]: 

(l) 

where Mo., is the aerosol mass at time t, Mo., is the initial 
aerosol mass of SOA, n=l--> oo, ActPINto and AI3PINm are the 
amounts of or- and 13-pinenes that reacted with Os in time step 
At, and a,, and Ko,, are the kinetic aerosol production parameters 
shown in Table 1. In particular, a,, is the mass-based 
stoichiometric yield of the condensable compound.} produced by 
the ozonolysis of BVOC i, and K,,,, is the gas-particle 
equilibrium coefficient used to describe the partitioning of this 
product between the aerosol and the gas phase [Odum et al.. 
19961. 

Two different sets of kinetic aerosol production parameters 
(Table 1) have been used to evaluate the sensitivity of the results 
to these parameters. Furthermore, the term M,, may contain not 
only the mass of SOA but also the primary organic aerosol 
(OA). Two different simulations have, theretore, been 
performed with different assumptions regarding Mo used in (1). 
In the first case, partitioning of the organic matter takes place 
only on SOA generated by BVOC oxidation, which is closest to 
the conditions in the chamber experiments used to derive (1). 
For the second simulation we also allowed deposition of 
condensable compounds on all preexisting OA (primary OA 
plus the SOA resulting from anthropogenic organic compound 
oxidation), assuming that all organics formed during BVOC 
oxidation have the same affinity for condensation on OA as on 
SOA. We refer hereinafter to the latter scenario as the base case. 

Table 1. Stoichiometric and Partitioning Coefficients to 
Parameterize SOA Formation From Ozonolysis 

Gr!,f/S. et al. [1999a1 Hoffmann et al. [19971 
a-pmene 

a• 0.125 0.12 
K,,•i 0.088 0.2 
a12 0.102 0.19 
K,,•2 0.0788 0.005 

a_• 0 026 
K,,2• 0 195 
a22 0.485 
Ko22 0.003 

-pmene 
0.35 
0.11 

A mean molecular weight of 170 for SOA has been used 

equal masses of or- and [3-pinene, since these compounds are the 
major contributors (by approximately 35% and 25%, 
respectively) to the global monoterpene emissions [Guenther et 
a/.. 1995]. The use of a global percentage is justified by the lack 
of data on the emission distribution of the individual BVOC on 

a global scale. Recently, Gr!.[fin et al. [1999b] have per•brmed a 
compilation of the few existing, sporadic data of the individual 
compounds of the emissions of BVOC on global scale, which is 
used in the present study to calculate efficient reaction rates 
tbr or- and [3-pinene (see Appendix). Moreover, or- and [3-pinene 
were chosen to represent all BVOC that can produce SOA 
because they have different characteristic behaviors regarding 
aerosol formation. The et-pinene belongs to the category of 
BVOC which have a double bond internal to the ring structure, 
whereas 13-pinene has a terminal =CH2 group outside the cyclic 
monoterpene structure. The oxidation of et-pinene will thus lead 
to cleavage of the six-member ring but will conserve the number 
of carbon atoms, and the product will have two functional 
groups. On the other hand, [3-pinene oxidation will lead to 
products with less carbon atoms and one t•nctional group 
[Griffin et al., 1999a]. The other compounds which can be 
important contributors to SOA formation, as will be discussed in 
section 3.3. are also represented by these two pinenes. This 
approximation may lead to an underestimate of the global SOA 
formation by our model. However, in order to achieve a 
representative reactivity lbr the thus-lumped terpenes. we 
adopted effective rate constants to account for the BVOC other 
than or- and [3-pinene. These effective rate constants are derived 
in the Appendix for two different cases of lumped BVOC. 

The impact of wet and dry deposition processes on organic 
aerosols was taken into account. Assuming that the bulk of SOA 
resides in the accumulation range, a mean deposition velocity of 
0.1 cm/s has been adopted [Liousse et al., 1996]. The wet 
removal of SOA is parameterized following dunge and 
Gusta.•on [1957] and Langner and Rodhe [1991], by whom the 
removal rate L, is taken to be proportional to the average rate of 
formation of precipitation R (g/m3/s): 

L•,=•Ro/L 

where s is a dimensionless parameter describing the efficiency 
of the uptake of the aerosol into the precipitation elements, Ro is 
the precipitation rate at the Earth's surface (in g/m2/s). g is the 
fraction of precipitation released in a given height interval and 
calculated t?om the zonal mean data on the release of latent heat 

(in m '•) [Newell eta/.. 1974], and L is the liquid water content 
(g/m 3) of precipitating clouds. 

Untbrtunately, little is known about the hygroscopic 
properties of SOA and how this affects its removal by 
precipitation. In this work we assumed a rather efficient 
removal, comparable to that of the highly soluble sulfate aerosol 
[Langner and Rodhe, 1991]. We implicitly assume that because 
of the presence of soluble organic acids of the SOA and because 
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Figure 1. Monoterpene emission distributions adopted t•om Guenther eta/. [1995] (a) in Februa• and (b) in 
August in g-C/m=/month. 

of mixing with highly soluble sulfates and nitrates, the aerosol 83 Tg-C/yr) [Griffin eta/., 1999b]. These emissions (210 
behaves hygroscopically. Thus the calculated SOA removal by Tg-C/yr) have been adopted in the model to calculate SOA 
precipitation might be overestimated, but this uncertainty does formation. As explained in section 2.2, the BVOC are assumed 
not affect our assessment of the change of preindustrial versus to be emitted as a mixture of or- and [3-pinene only. Emissions of 
industrial SOA production rates. Unfortunately, in our opinion. organic aerosols derived fi'om fossil t•el (28.5 Tg/yr) and t?om 
at this moment a more sophisticated removal parameterization is tropical biomass burning (44.6 Tg/yr) were treated in the model 
not supported by data. Obviously, this assumption has to be as direct emissions [Liousse et al., 1996] and constitute the only 
refined in future studies when additional knowledge on the categories of anthropogenic aerosol emissions in the model. The 
chemical composition and the physicochemical behavior of the fossil fuel and biomass-burning emission distributions by 
SOA will be gained. Crutzen and Zimmermann [1991] have been used to distribute 

these primary particulate emissions. 
To evaluate the impact of human activities on SOA 

2.3. Present-Day and Preindustrial Boundary Conditions 
production by the oxidation of BVOC we neglected in our 

Global emissions of volatile organic compounds by preindustrial simulation the anthropogenic emissions of 
vegetation, which are estimated by Guenther eta/. [1995] to be CH4, NO.v, CO, nonmethane hydrocarbons, acetone, and 
equal to 1150 Tg-C/yr, are highly uncertain but, in any case, fbssil-fuel-derived OA. We also reduced the biomass-burning 
much higher than the anthropogenic hydrocarbon emissions of emissions of all trace compounds and OA to 10% of their 
120 Tg-C/yr [O/ivier eta/., 1996]. Of the tbrmer, monoterpenes present value and further adopted the preindustrial soil emission 
contribute with 127 Tg-C/yr (Figure 1), and other reactive estimates of NO• [¾ienger and Levy, 1995]. The emissions of 
volatile organic compounds excluding isoprene (ORVOC) monoterpenes were kept constant between preindustrial times 
contribute with 260 Tg-C/yr. Aerosol is produced t?om the and the present, although the Earth's tbrested areas may have 
oxidation products of monoterpenes (127 Tg-C/yr)and of the decreased between 1850 and 1980 by up to 20% [Enquete 
most reactive and aerosol-producing part of ORVOC (32% or Commission of the //th German Bundestag, 1990:/nternationa/ 
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Panel on Climate Change (IPCC), 1992; Houghton eta/.. 
1983]. Houghton et al. [1983] estimated that <20% reduction 
took place in the northern midlatitude to high-latitude lorested 
areas between 1700 and 1980. Thus the assumption of constant 
biogenic emissions between the preindustrial period and the 
present could introduce an underestimate of roughly 20% in 
hydrocarbon emissions from forests. Our calculations will, 
however, show that the impact of detbrestation is of minor 
importance compared to the SOA enhancement by other human 
activity. 

3. Results 

In section 3.1 we present results tbr our base case simulation 
(see section 2.2) and compare them to measurements. To show 

Despite the coarse grid of our model (1000 x 1000 km) the 
model results are encouraging. The vertical resolution of 
MOGUNTIA (first layer roughly 450 m) implies a perfect 
mixing within this layer; while during the day under turbulent 
conditions this is a reasonable approach, during the night, 
mixing may be somewhat overestimated. Likewise, the model is 
probably more representative for summer situations when all 
emissions are high than for winter• associated with shallow and 
stable boundary layers. Improvement of the model will require 
higher resolution and explicit consideration of SOA production 
ti'om anthropogenic organic compound oxidation. The 
contribution of the SOA fi'om BVOC oxidation to the total OA 

is shown by comparison of Figures 2a and 2b for February and 
Figures 3a and 3b for August. It can be seen that regionally, the 
SOA from the ozonolysis of BVOC contributes more than 

the combined influence of seasonally varying oxidant 40-60% to the total OA in the tropics and most continental 
concentrations and natural hydrocarbon emissions, we contrast regions at northern midlatitudes. 
the results obtained for February (winter Northern Hemisphere 
(NH)) and August (summer NH). In section 3.2 we evaluate the 
sensitivities to the various assumptions made in this study: these 
sensitivities and combinations of them are summarized in Table 

2. A comparison of our present-day results with other works is 
made in section 3.3 where global burdens are also given. 
Finally, the difference between preindustrial and present-day 
simulations is presented and discussed in section 3.4. 

3.1. Calculated Distributions 

The calculated SOA distribution tbr the industrial period 
(simulation a in Table 2 using aerosol-forming parameters ti'om 
Ho..ffmann et al. [1997], Figure 2a for February, and Figure 3a 
tbr August) shows maximum values over tropical lorested areas. 
the location of maximum biogenic hydrocarbon emissions. 

3.2. Uncertainties and Sensitivities 

Because of the uncertainties in the emissions of the BVOC 

and because not all the compounds tbrming SOA have been 
identified, the sensitivity of the model results to the global 
annual emissions of the precursors of SOA has to be 
investigated. For this purpose, the global production of SOA 
l¾om biogenic compound oxidation has been calculated tbr the 
industrial period tbr two diffierent amounts of emissions. The 
first set of simulations (simulations a, b, e, and f in Table 3) has 
been pertbrmed by taking into account the 127 Tg-C/yr of 
annual emissions of monoterpenes and 83 Tg-C/yr of the very 
efficient SOA-producing ORVOC. In the second set 
(simulations c. d, g, and h) only the 127 Tg-C/yr of annual 
global emissions of monoterpenes are considered [Guenther et 

There, the calculated values, exceeding 20 Ixg/m -• in August and al., 1995]. As expected. in the latter case. lower emissions of 
10 ixg/m -• in February, compare with the 0.5-20 ixg/m -• of total organic SOA precursors and lower chemical reactivity of the 
organic carbon measured in the tropics (see refierences given by hydrocarbon mixture lead to much lower calculated SOA 
Liousse eta/. [1996]). During summer. terpene emissions tbrmation. 0.08 versus 45.8 Tg/yr, when only considering 
maximize over tbrested midlatitude areas in the Northern sell-nucleation and deposition on SOA and kinetic aerosol data 
Hemisphere (Figure lb), and this is reflected in the SOA by Hoffmann et al. [1997] (Table 2, simulations d and b. 
distributions. High concentrations up to 15 Ixg/m -• of SOA are respectively). Remarkably, when partitioning on all available 
thus calculated in these regions tbr August where total organic OA is allowed (simulations a and c), a strong increase of aerosol 
carbon has been observed to range from ! to 16 Bg/m '• (Bonsang yield is calculated compared with the previous simulations tbr. 
et al. [1999] and refierences given by Liousse eta/. [1996]). especially. the monoterpene simulation (simulation c compared 
Much lower concentrations of SOA of the order of 1 lag/m s are with simulation d). Another t•ctor of uncertainty comes t?om 
calculated for February due to lower BVOC emissions and the temperature dependence of the aerosol yield. A number of 
oxidant levels during the NH winter. Note that boreal torest fires factors affecting aerosol tbrmation depend on temperature, such 
have been neglected as a source for OA in this study since not as the partitioning coefficients of the condensable compounds, 
enough data are available regarding the intensity and the which are negatively correlated with temperature [Odum et al., 
distribution of this source. 1996; Ho•.ffmann et al., 1997], the emissions of BVOC, which 

Table 3 shows comparisons of model-calculated SOA and increase by approximately 9% K -• [Guenther eta/., 1995], and 
OA concentration to the few available surface observations at the rates of oxidation reactions of BVOC, which also increase 
various tbrested and rural locations around the globe tbr the with temperature. The temperature dependence of reaction rates 
"base" simulation (simulation a in Table 2). Model organic and emissions is taken into account in our simulations. except 
aerosols (OA), shown in Figures 2b and 3b. represent here the tbr the diurnal temperature variations. Because of lack of 
sum of biogenic SOA plus the OA derived from the industrial appropriate intbrmation, no temperature dependence of the 
and biomass-burning sources given by Liousse eta/. [1996]. The partitioning coefficients has been considered in this study, 
model comparison with observations focuses on continental although several of the chamber experiments, fi'om which the 
areas, from which the biogenic precursor gases of SOA largely parameters tbr (!) were derived, were conducted at temperatures 
originate. As shown in Table 3, the model is able to reproduce higher than 40øC [Hoffmann eta/., 1997]. This overestimation 
within a factor of 2-4 the observed OA in most of the of temperatures may imply a substantial underestimation of the 
continental rural and tbrested areas. However. it underestimates efficiency of SOA tbrmation. 
the OA observations at Pertouli, a forested mountain site in The adopted aerosol-forming parameters could be a large 
Greece at 1.3 km elevation. This location, depending on the time source of uncertainty in our calculations. Thus simulations have 
of the day and weather conditions. can be affected by subgrid been also performed by adopting the aerosol-forming parameters 
pollution which cannot be resolved in our model. of or- and 13-pinene, which are used to represent the mixture of 
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Table 2. Sensitivity of SOA Formation to Emissions and the Chemical Reactivity of the Mixture of Biogenic 
Hydrocarbons for the Industrial and Preindustrial Simulations 

Simulation Simulation Description Griffin etal. [1999a] Hoffmann et al [1997] 
Burden Production Burden Production 

base B VOC, partitioning on OA 1.2 
BVOC, partitioning on SOA 0.6 

monoterpenes, partitioning on OA 0.2 
monoterpenes, partitioning on SOA <0 I 

base BVOC, partitioning on OA 0 4 
BVOC, partitioning on SOA 0 3 

monoterpenes, partitioning on OA <0.1 
monoterpenes, partitionln• on SOA <0.1 

Industrial Period 
61.4 1 6 78 9 

294 09 458 
8 1 02 105 
07 <0 1 008 

Prelndustrta/ Period 
165 06 279 
11.9 0.5 22 1 

1.3 <0.1 1.6 

0.4 << <0 01 

Simulation a, base simulation as presented in sections 2.3 and 3.1, considering SOA formation by BVOC (monoterpenes and 
ORVOC) and assuming condensation on all OA. Thus both pure SOA pamcles fi'om BVOC oxidation and mass attached on preexisting 
OA particles are considered The ct-pinene and [3-pinone reactivities versus O•, OH, and NO• radicals are increased by 20, 2, and 3 
times, respectively, to account for the more reactive aerosol-producing BVOC (see Appendix). Simulation b. same as simulation a, but 
assuming only self-nucleation and condensation on SOA Simulation c. considering SOA tbrmatlon only' from monoterpenes and 
assuming condensation on all OA Thus ot-pinene and 13-plnene reactwltles versus O•, OH. and NO• radicals are increased by 5 2. I 6. 
and 2.3 times, respectively, to account for the more reacnve monoterpenes as explained in the Appendix. S!mulanon d, as for slmulanon 
c but assuming only self-nucleation and condensation on SOA Simulation e. same as simulation a, but tbr oreindustrial times. emissions 
as presented in 2.3. Simulation t} same as simulation e, but assuming only' self-nucleanon and condensation on SOA. Simulation g. same 
as simulation c, but for oreindustrial times. Simulation h, same as simulanon g, but assuming only' self-nucleation and condensation on 
SOA. Burden, annual mean SOA burden in Tg up to 100 hPa' production, annual chemical production of SOA from BVOC oxidation in 
Tg/yr. 

biogenics. suggested by Gr!,ffin etal. [1999a] and shown in production from ozonolysis of or- and 13-pinene [Hoffman etal., 
Table 1. The results are also presented in Table 2. The use of 1997; Griffin etal., 1999a] (Table 1). The global burden of SOA 
these parameters reduced the SOA production tbr the case of up to 100 hPa tbr the base case (simulation a) is calculated to be 
self-nucleation and partitioning on SOA (simulation b)of 45.8 
(using data t?om Hoffmann etal. [1997] (hereinalter referred to 
as H97)) to 29.4 Tg/yr (using data t?om Gr!.ffin eta/. [1999a] 
(hereinafter rot;erred to as G99)). Allowing tbr deposition also 
on OA (simulation a), the corresponding numbers increase to 
78.9 and to 61.4 Tg/yr respectively. 

3.3. Global Budget 

Globally, we calculate a production range of 61-79 

1.2-1.6 Tg. Comparison of these amounts with the 0.09 Tg OA 
from fossil fuel [Cooke etal., 1999], the 2.9-3.2 Tg OA from all 
sources (this work), and the 1.14-2.26 Tg SO4:- [Langner and 
Rodhe, 1991: Chin eta/., 1996; Feichter eta/, 1996, 1997] 
shows the great potential importance of SOA f?om BVOC 
oxidation in the atmosphere. Our results raise thndamental 
questions on what the amount and the composition of 
oreindustrial aerosol were, and how this afikcted cloud and 
precipitation formation. 

Tg-SOA/yr from the ozonolysis of BVOC. including ORVOC, Except for the neglect of aerosol Ibrmation due to reactions 
allowing Ibr partitioning of condensable compounds onto other of the BVOC with OH and NO• and possible temperature 
OA from primary sources and anthropogenic VOC oxidation effects, the numbers given above are upper limits to the possible 
(simulation a). About one third of these values calculated if only SOA production and are much dominated by the ozonolysis of 
sell-nucleation and deposition on SOA are considered the highly reactive ORVOC. If the latter components are 
(simulation b). This range in global aerosol production results ignored, we only calculate a SOA production of 10.5 Tg/yr even 
I?om the use of two different sets of parameters of aerosol if we take into account deposition of products on all available 

Table 3. Comparison of Model Results (Simulation a, Hoffmann etal. [ 1997] in Table 2) to Observations Over 
Continental Areas 

Location Time Period Observed Calculated References 
OA SOA OA 

Forest 

40.4øN, 8øW (Tabua) July-Aug. I 34-7 16 0 71 1.91 1 
39.5øN. 21 5øE (Pertoull) July-Aug 3 93-7 05 0 66 1 59 1 

R i•iF Ci [ 

71 1 øN, 156.2øW (Barrow) Jan.-Aprll 1 31 0 02 0.36 2 
40øN, 79øW (Allegheny) Aug. 2.15 5 31 7 63 2 
44øN, 1 øW (Lands) annual 1.50 0.26 1.45 2 
6.21 øN, 5.03øW (Lamto) Nov -March 2.00-20.00 6.72 24.82 3 
6.2 IøN, 5.03øW (Lamto) annual 5.60 3.24 11.08 3 
2øS, 77.3øW (Ecuador) annual 0.51 0.48 0 61 4 
10øS, 76øW (Peru) March-April 0.16 0.04 0.04 4 
48.42øN, 2.8øE (Gif sur Yvette) annual 5.75 I. 6.26 3 

References: 1, Bonsang etal. [19,99]' 2, references given by Cooke et al [1999]. 3, Cachter et al [1996]' 4. references given by 
Ltousse et al [1996]. Units are !ug/m' 



KANAKIDOU ET AL.: ORGANIC AEROSOL FORMATION 9251 

OA. This strongly demonstrates the great uncertainty in current 
estimates and the importance of identifying the chemical 
composition. reactivity, particle formation properties, and 
capability of deposition on OA and maybe other aerosol, of the 
many oxidation products of the organic compounds that are 
emitted by the world's vegetation. 

While this study was in progress, we obtained a preprint of 
the paper by Griffin et al. [1999b] in which they calculated the 
present-day SOA production by BVOC, off-line, using the 
results of a global model similar to MOGUNTIA, the 
Intermediate Model of the Global and Annual Evolution of 

Species (IMAGES) model [Muller and Brasseur, 1995]. 
et al. [1999b] used fixed oxidant fields derived by the IMAGES 
model, which is not the case in our study, where oxidants are 
calculated interactively. For the SOA calculations which were 
performed off-line. they used vertical layers based on the 
chemical reactivities of the studied species. Thus vertical cells 
were defined by increasing values of the scale heights for the 
compounds of interest (see details given by Griffin et al. 
[1999b]). In our study, this differentiation is not considered 
since the reaction products of BVOC live probably long enough 

to be mixed into the model domain, and the photochemically 
produced SOA is transported consistently with the MOGUNTIA 
model transport pattern. Griffin et al. [1999b] performed their 
calculations based on SOA releases from 13 B VOC, including 
the highly reactive ORVOC. The aerosol-forming parameters 
they used in their study were based on their own photochemistry 
experiments under sunlight conditions. Therefore in that work 
they also considered the contribution of OH reactions to SOA 
formation, whereas we have ignored it for the time being. 
However, as argued in section 3.2, there are considerable 
uncertainties related to the application of such data to the real 
atmosphere. In our study the calculations are based on the 
ozonolysis parameters which were derived for ct- and 
[3-pinenes [Hoffmann et al., 1997; Griffin et al., 1999a], with 
reactivities adjusted for the other BVOC, including or excluding 
the ORVOC. Gr![fin et al. [1999b] obtain a global production of 
13-24 Tg/yr of SOA, allowing only for self-nucleation and 
partitioning on SOA (no deposition on other OA). These 
numbers can be compared with our simulations (simulation b) 
and agree reasonably well with our 29-46 Tg/yr when 
considering the above-explained different approaches used in 

60 
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Figure 4. Increase of surface 03 mixing ratios (in ppbv) between present day and preindustrial period (a) in 
February and (b) in August. 
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the two studies. The two studies reveal the very large sensitivity thereby, in climate. SOA contributes presently-50% to the total 
to critical properties, such as hydrocarbon mixture, whether or organic aerosol sources whereas, during the preindustrial period, 
not we allow deposition on OA and inclusion or exclusion of this source, although substantially weaker than nowadays, may 
oxidants having the potential to initiate SOA tonnation. have contributed ---80% to the global budget of suspended 

3.4. Preindustrial Versus Present-Day Simulations 

Although originating from natural sources, SOA 
concentrations for the industrial period are much higher than the 
computed levels for the preindustrial era (Figures 2c and 3c for 
February and August, respectively). It is striking that according 
to our calculations only relatively little organic aerosol 
formation occurred over the NH lorested areas before human 
activity injected nitrogen oxides and hydrocarbons in the 
troposphere, leading to an increase in oxidant levels, in 
particular 03 [Crutzen and Zimmermann, 1991' ['olz and Kley, 
1988] (see Figure 4). The calculated relative increases in SOA 
and OA concentrations between the preindustrial era and the 
present maximize in the NH as can seen in Figure 2 for February 
and Figure 3 for August. Human activity in these areas also 
injected primary organic particles on which condensable 
organics can attach. Maximum absolute increases are calculated 
for the tropics where anthropogenic biomass burning enhanced 
both Os and primary OA concentrations. Comparison between 
Figures 2c and 2d for February and Figures 3c and 3d 
August shows that SOA constituted the major t?action of OA 
(which includes SOA) in preindustrial times, although O.• 
concentrations were substantially lower, because only little OA 
was injected into the atmosphere by primary sources. 

According to our calculations for deposition on OA 
(simulation e, Table 3) only 16.5-27.9 Tg/yr of SOA were 
produced t¾om BVOC oxidation in the preindustrial period. 
These numbers are almost 3-4 times less than the 61.4-78.9 

Tg/yr calculated tbr SOA production from BVOC oxidation in 
the industrial period (simulation a). Thus-75% of the present 
SOA formation from naturally emitted biogenic compounds 
(Table 3) may be caused by human activity. 

Although nowadays sulfate aerosols are mostly believed to be 
major constituents of CCN on a global scale, the 
water-soluble organic aerosol fraction could be important in 
CCN formation over and downwind of forested areas [Novakov 
and Penner. 1993; Novakov and Corrigan, 1996' ,4ndreae and 
Crutzen, 1997: Talbot et al.. 1988, 1990: Kavouras eta/.. 
1998]. In the preindustrial atmosphere, SOA might have been 
the major component of CN and, possibly, CCN over 
continental areas. Our calculations, nevertheless, indicate that 
SOA production may have increased threefold to tOurfold since 
preindustrial times because of reactions of biogenic compounds 
with anthropogenically produced O3 and through deposition on 
organic particles of anthropogenic origin. Note that deposition 
on other preexisting particles like sulfate or soil-derived 
aerosols, which could further enhance SOA formation, has been 

neglected in this study. 

4. Discussion and Conclusions 

About 75% of contemporary secondary organic aerosol 
formation from ozonolysis of naturally emitted biogenic 
compounds, which is calculated to be in the range of 61-79 
Tg/yr, may be due to human activities. This organic aerosol 
source has increased threefold to fourfold since preindustrial 
times. This enhancement of SOA might have induced changes in 
cloud properties, the hydrological cycl'e, and cloud albedo and, 

organic matter and may thus have constituted the major source 
of cloud condensation nuclei over the continents. This raises 

fundamental questions as to the amount and composition of 
preindustrial aerosol and how this affected the formation of 
clouds and rain. Because of the importance of organic aerosols 
tbr atmospheric chemistry and climate, it is very important to 
better quantify the natural emissions and particle-producing 
properties of all relevant organic compounds. More laboratory 
and field studies are needed to understand the chemical 

reactions of biogenic organics and products, including 
condensables, and the subsequent formation of SOA. Future 
growth of human activities in the tropics and subtropics, leading 
to enhanced emissions of NO• and primary organic matter from 
fbssil fuel and biomass burning can have a major impact on 
organic particulate concentrations, tropospheric chemistry, and 
various climate factors. 

Appendix 

B VOC other than or- and [3-pinene can react from 2 to 150 
times faster with ozone than the pinenes [Atkinson, 1997] while 
their reactivity versus OH and NOs radicals can be -1.2 to 10 
times f•.ster for reactions with OH and from 2 to 50 times thster 

tbr reactions with NOs radicals [Atkinson, 1997]. To correct for 
this effect and represent all monoterpenes (Table 3, simulations 
c, d, g, and h) by a mixture of or- and [3-pinene, we increased the 
chemical reactivity of or- and [3- pinene with respect to 03, OH, 
and NO3 by factors of 5.2, 1.6, and 2.3, respectively, based on 
the monoterpene emission composition [Grtffin et al., 1999b] 
and reaction coefficients [Atkinson, 1997] without changing the 
aerosol production parameters. These factors F have been 
calculated as the ratio of the mean reactivity of the 
monoterpenes, weighted by their contribution to the total 
monoterpenes emissions, to the reactivity of a mixture 
containing 50% ot-pinene and 50% 13-pinene: 

F = Z k•, a,/(0.5 kmPlN + 0.5 kxl3PlN). 

where k,, is the rate of the reaction of the monoterpene i with the 
oxidant X, a, is the contribution of the monoterpene i to the total 
monoterpene emissions, and k•=p•N and kx•p•N are the rates of the 
reactions of or- and [3-pinene with the oxidant 2). 

Similarly, for the simulation also including the other highly 
reactive organic compounds (ORVOC) like sesquiterpenes, 
terpenoid alcohols, and ketones [Gr!.icfin el a/., 1999b] (Table 3, 
simulations a, b, e, and f), we increased the reactivity of both 
or- and 13-pinene by factors of 20, 2, and 3 for reactions with Os, 
OH, and NO3, respectively. As it turned out, in the results 
presented in Table 3 and in section 3, the ORVOC are largely 
responsible for SOA formation. Note that these higher rate 
coefficients increase the oxidation rates of the or- and 

[3-pinene surrogates for BVOC by all oxidants, but only the 
amounts of BVOC that reacted with 03 (AotPINo• and A[3PINo3) 
are used in formula (1). 
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Abstract. The influence of secondary organics on atmospheric cloud condensation nuclei 
(CCN) production was investigated using a zero-dimensional box model that simulates the 
production of secondary organics in the gas phase, the transportation of these organics from 
gas to the particulate phase, and the resulting growth of the particles. Model simulations 
demonstrated that the growth of nanometer-size nuclei to a CCN size requires the presence of 
organics of extremely low volatility. These "nonvolatile" organics need to have saturation 
vapors pressures of the order of 0.01-0.1 parts per trillion or lower and, in order to induce 
sufficient nuclei growth, must have gas phase production rates of the order of 0.3-1 lag m -3 
d-• under conditions typical for continental background areas. As the nuclei grow in size, they 
start to uptake volatile organics more efficiently. As a result, organic matter in both the nuclei 
grown into a CCN size and in the preexisting accumulation mode particles is expected to be 
dominated by "low-volatile" organics rather than organics that actually are responsible for the 
nuclei growth. The modeling results suggest that the monoterpene oxidation products 
identified so far in field or laboratory experiments, although important contributors to 
secondary particulate matter, are unlikely to be the ones that grow nuclei to a CCN size. In 
field experiments, positive identification of organics producing new CCN would require 
information on the chemical composition of particles smaller than about 0.1 lam in diameter, 
which is the size range where nonvolatile organics are likely to be enriched compared with 
other secondary or primary organics. Since the gas phase production rate of nonvolatile 
organics needs not to be very large in order to induce significant nuclei growth, more 
attention should also be paid to reaction products that have minor yields in smog chamber 
experiments. 

1. Introduction 

By influencing cloud properties and by providing a medium 
for many liquid phase reactions, particles able to act as cloud 
condensation nuclei (CCN) constitute an important 
subpopulation of atmospheric aerosol particles. A significant 
fraction of CCN are produced secondarily in the atmosphere, 
especially in remote locations where there are no major 
primary particle sources in the size range most critical to the 
CCN activation. Secondary CCN production involves two 
steps: (1) the formation of nanometer-size nuclei from gaseous 
precursors by homogeneous or ion-induced nucleation, and (2) 
the growth of these nuclei to sizes larger than about 50-80 nm 
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in diameter. While neither of these two steps are well 
quantified at the moment, in current work we focus on 
examining the latter one. Whether particles grown to the 
potential CCN size range actually form cloud droplets depends 
on factors such as the meteorological conditions leading to 
cloud formation, the amount and properties of gaseous 
compounds condensing to droplets during the cloud formation, 
and the solubility, hygroscopicity, surface activity, and the 
mixing state of the material forming individual CCN. These 
issues have been investigated in a number of papers [Kulmala 
et al., 1996; Shulman et al., 1996; Chuang et al., 1997; Cruz 
and Pandis, 1997, 1998; Laaksonen et al., 1998; Corrigan and 
Novakov, 1999; Facchini et al., 1999] and will not be 
considered here. 

Candidate species contributing to secondary CCN 
production are sulfate and nitrate or their precursors, 
ammonia, and various organic compounds. The relative 
abundances of these secondary species in submicron aerosols 
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tell little about their actual role in CCN production, since the 
majority of CCN are too small to contribute significantly to 
submicron particulate mass. Some evidence exists that 
organics would be the primary class of compounds that 
determine the growth of nuclei to a CCN size. First, organic 
material has been observed to be enriched with respect to 
sulfate and other inorganics at particle sizes below 0.1 pm 
[Novakov and Penner, 1993; Rivera-Carpio et al., 1996]. 
Second, both analyses and model studies have demonstrated 
that observed particle growth rates cannot usually be explained 
by the transportation of condensable inorganic vapors to these 
particles [Marti et al., 1997; Kerminen et al., 1997; Kulmala 
et al., 1998a; Weber et al., 1998]. The few direct observations 
of CCN production, limited thus far to forested areas, give also 
support to the important role of organic compounds during the 
nuclei growth [Miikelii et al., 1997; Kavouras et al., 1998; 
Leaitch et al., 1999]. 

Because of experimental difficulties in measuring the 
chemical composition of very small atmospheric particles, 
model studies investigating the influence of organic 
compounds on particle growth and CCN production are 
needed. Under atmospheric conditions, very few such studies 
have been performed. Pandis et al. [1993] investigated 
secondary organic formation in an urban atmosphere, and 
Andrews et al. [1997] simulated the time evolution particle 
size distribution in an air mass interacting with organic 
compounds emitted by the ocean and the forest. While highly 
informative in a qualitative sense, neither of these studies 
applied proper thermodynamic treatment of gas particle 
partitioning for secondary organic vapors. 

in a preliminary investigation by Kerminen [1999], it was 
shown that only the very low volatile organic compounds can 
significantly contribute to the growth of nuclei in the 
atmosphere. In this work we investigate this topic in more 
detail by constructing a box model which explicitly treats the 
interaction of organic vapors with different size particles. The 
conditions for model simulations are chosen to be 

representative of those in continental background areas where 
atmospheric CCN production could be important because of 
the lack of major primary particle sources. The principal goal 
of this study is to provide insight into the following two 
questions: (1) which kind of properties are required for 
organics important to atmospheric CCN production, and (2) 
what requirements does this pose for the identification of these 
compounds in field or laboratory experiments? While unable 
to give quantitative link between CCN concentrations and the 
amount of secondary organic material in the atmosphere, our 
investigation is a step toward better understanding of the 
factors controlling atmospheric CCN production. 

2. Approach 

2.1. Gas-to-Particle Transfer of Organic Vapors 

The transportation of organic compounds between the gas 
and particulate phase can be described using the condensation 
equation, according to which the flux of a compound i to a 
particle of diameter d, is equal to [Fuchs and Sutugin, 1970] 

liCdl,) = 21rOidp[3(Krt,øtt) [C i - KeiCeq. i] , (1) 

[3(Kn of i) = I + Kn ß 

' I + 0.377 Kn + 1.33 Kn (1 + Kn)/a i (2) 

Here D i is the gas phase diffusion coefficient of the compound 
i, Ci and Ceq. i are its concentration in the gas phase and over a 
flat solution of the same composition as the particle, 
respectivelyß Keis the Kelvin term, Kn is the particle Knudsen 
number, and % is the mass accommodation coefficient of the 
compound i on the particles surfaceß In case of large particles 
for which the Kelvin term is approximately equal to unity, the 
transportation of the compound i between the two phases 
continues until its gas phase concentration C, becomes equal 
to Ccq.,. Consequently, Ceq., may also be called the equilibrium 
gas phase concentration for the compound i. 

The value of Ceq, i, and thereby the distribution of the 
compound i between the gas phase and different-size particles, 
depends on whether the compound is adsorbed by the particle 
surface or absorbed by the organic matter in the particle 
[Pankow, 1994; Venkatamaran et al., 1999]. For absorptive 
partitioning, Ccq.• can be obtained from the following relation 
[Bowman et al., 1997]: 

1 m, 1 
= = , (3) Ceq" i•,m,t m ..... K,,.,,, f,,,,, m,, 

where m. is the particle mass, m, is the total mass of the 
compound i in the particle, m .... =f,.,,xm. is the total mass of the 
absorbing material (pure organics or a mixture of organics and 
inorganics such as water) in the particle, and K,.,,.• (m 3 pg-•) is 
the absorption partitioning coefficient fbr the compound i. 
Theory predicts the following formula for K o .... • [Pangcow, 
1994; Odum et al., 1996]: 

RT 

gøm'i = More PL.i 'Yom.t x106 ' (4) 
where R (8.206x10 -5 m 3 atm mol -• K -•) is the ideal gas 
constant, T is the temperature, M ..... (g tool -•) is the mean 
molecular weight of the absorbing matter, p,•., (atto) is the 
saturation vapor pressure of the pure compound i as liquid 
(subcooled, if necessary), and ¾ ..... is its activity coefficient in 
the absorbing matter. Equation (4) demonstrates that the value 
of K,,,,,. ;is governed mainly by the compound's saturation 
vapor pressure p•.•. For a given compound Ko,,,., varies with the 
temperature and the nature of the absorbing material in the 
particle (via¾ ...... ). 

The performance of the absorptive gas particle partitioning 
model described above has been demonstrated in a number of 

smog chamber experiments [Odum et al., 1996, 1997; Bowman 
et al., 1997; Hoffmann et al., 1997; Griffin et al., 1999], as 
well as in measurements carried out in the ambient air [Liang 
and Pankow, 1996; Liang et al., 1997; Simcik et al., 1998]. 
Adsorptive partitioning, the principal uptake mechanism of 
organic vapors for particles not having a pre-existing organic 
phase, is likely to be of less importance for the overall gas 
particle partitioning of organic matter in the atmosphere 
because it results typically in of most a few monolayers of the 
compound. 

2.2. Model Description and Initial Conditions 

The behavior of the system is simulated with a zero- 
dimensional box model representing the atmospheric boundary 
layer. Processes simulated inside the box include the 
production of secondary organics in the gas phase, 
transportation of these organics between the gas and the 
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particulate phases, and the growth of particles due to the 
uptake of these compounds. Processes not taken into account 
are particle coagulation, deposition of particles and gaseous 
compounds onto the ground, and various heterogeneous 
reactions occurring on the surface or inside particles or cloud 
droplets. Neglecting coagulation and deposition is justified, 
since these two processes have little influence on the overall 
system behavior during the 24-hour simulation period applied. 
Heterogeneous reactions involving organic compounds might 
crucially influence the partitioning of organic matter between 
the gas phase and different size particles. At present, however, 
our understanding on heterogeneous organic chemistry is too 
limited to include it in the model. 

Based on the above model assumptions, the concentration 
of a compound i in the gas phase is predicted using the 
following equation: 

d C, 
- ? - fn(d,,) (5) dt 

where P, is the gas phase production rate for the compound i, 
6 is its flux to a single particle determined by (1)43), and 
n(d•,) is the particle number size distribution. The particle 
number size distribution is assumed to be initially bimodal, 
with a lognormal nucleation mode centered at 5 nm and an 
accumulation mode centered at 150rim (See Notation section). 
The selected accumulation mode number concentration 

corresponds to a submicron particulate mass of about 2 •g 
m -3, a relatively low yet reasonable value for continental 
background areas. 

In the model, both the nucleation and the accumulation 
mode is subdivided into 15 size sections which evolve in time 

independent of each other. The mean particle diameter of each 
section is calculated by keeping track of the amount of organic 
material condensing to particles in this section and by 
assuming a particle density of 1 g cm -3. The condensation rate 
of organic vapors to particles in each section is calculated 
according to (1)-(3). Absorption of water by the particles is 
neglected. Considering the relatively low hygroscopic growth 
factors measured for organic particles [Virkkula et al., 1999], 
this assumption is unlikely to cause an underestimate in 
particle sizes greater than a few percent at relative humidities 
below 90%. The accommodation coefficient of organic 
compounds on particles surfaces is assumed to be equal to 
unity. The molecular weight and the gas phase diffusion 
coefficient of the condensing organics are chosen to be equal 
to 150 g mol -• and 0.1 cm 2 s -•, respectively. An ambient 
temperature of 298 K is assumed. 

For simplicity, both coarse and preexisting Aitken-mode 
particles are neglected in the base case simulation. Since these 
particles may act as a sink for secondary organic compounds, 
their potential influences will be returned to when performing 
the sensitivity analysis. 

The organics identified in atmospheric aerosol particles, 
consisting mostly of alkanes, aldehydes, various acids, and 
certain multifunctional compounds, make up typically from 10 
to 40% of the overall organic material in these particles 
[Rogge et al., 1993; Mazurek et al., 1997; Seinfeld and Pandis, 
1998]. In the absence of detailed information on individual 
organic compounds and their properties in the particulate 
phase, we assume four generic groups of organics and term 
them as "nonvolatile" (NV), "low volatile" (LV), 

"semivolatile" (SV), and "highly volatile" (HV). Each group 
is treated as a single lumped species with an average K o ..... as 
is done in many gas phase photochemical models. 

The most important factors influencing the behavior of our 
system are the production rates of the organic compounds P, 
and their gas particle partitioning coefficients K, ..... . The 
production rate of any secondary organic depehds on the 
concentration of its precursors and oxidants (typically O• or 
the radicals OH or NO3), and its yield from their reactions. 
Current gas phase chemistry models have quite limited 
capabilities in simulating the production of various 
condensable organics under different atmospheric conditions. 
In this work we assume that the production rates P, are 
constant with time and equal to the values given in the 
Notation section. The selected production rates lead to the 
formation of about 3 pg m -3 of secondary particulate matter in 
our base case simulation, which can be considered a realistic 

amount in continental background areas [Seinfeld and Pandis, 
1998]. 

Gas particle partitioning coefficients have been estimated 
for several tens of compounds identified in atmospheric 
aerosols. Obtained values for K, ...... range from less than 10 -s 
m 3 ug-• up to about 1 m 3 ug-t [dang et al., 1997; Liang et al., 
1997; Simcik et al., 1998]. A major source known to produce 
significant amounts of secondary particulate matter is the 
oxidation ofbiogenic hydrocarbons, especially monoterpenes. 
Smog chamber experiments involving these compounds have 
usually been described quite accurately using a two- 
component model, in which the less volatile component has 
K, ...... somewhere between 0.01 and I m -• ug -• and the more 
volatile one between about 0.001 and 0.01 m• ug • [Hoj•h•ann 
et al., 1997; Griffin et al., 1999]. Based on these observations, 
we select the values of 0.5 and 0.01 in s ug • for K, ..... 
representing the low-volatile and semivolatile groups of 
organics, respectively. A value of l0 -4 m 3 ug -• is chosen for 
highly volatile organic compounds. This selection is 
somewhat arbitrary but, as will be shown later, does not ,affect. 
significantly our system behavior. The value of K, ..... , for 
nonvolatile compounds is assumed to be infinitely large. 
Variation of K, ..... ,. with temperature or particle composition is 
not taken into account with base case but will be returned to 

when performing the sensitivity analysis. 

3. Results and Discussion 

3.1. General Behavior of the System 

The evolution of the gas and particulate phases during our 
24-hour base case simulation is illustrated in Figures 1-3. 
Figure 1 displays the modal mean diameter of the nucleation 
and the accumulation mode, along with the amount of 
secondary organic matter transferred into these modes. As we 
can see, the nucleation mode grows significantly in size, 
reaching a mean diameter of about 10 nm after 3 hours and a 
final diameter of 58 nm. The growth of the accumulation mode 
is less pronounced, the final mean diameter being equal to 274 
rim. The nucleation mode particles become dominated rapidly 
by secondary organic matter, whereas only a few percent of the 
particulate matter in the accumulation mode is secondary 
during the first few simulation hours. Despite this, the vast 
majority of the secondary organics that are transferred to the 
particulate phase are in the accumulation mode. 
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Figure 1. Time development of the nucleation (solid line) and 
the accumulation (dashed line) mode in the base case 
simulation. (top) The mode mean diameter, and (bottom) the 
amount of secondary organic matter transferred into these 
modes. 

As mentioned earlier, secondary organics are assumed to 
consist of four different groups of compounds. The gas phase 
concentrations of the nonvolatile, low-volatile, and 

semivolatile groups of organics display quite different 
behavior in our system (Figure 2). The nonvolatile organics are 
transferred to the particulate phase over a timescale less than 
an hour, so their gas phase concentration do not exceed a few 
ng m -3. Lower gas phase concentrations at later simulation 
times are due to increased total particle surface area. The gas 
phase concentration of both low-volatile and semivolatile 
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Figure 2. Gas phase concentrations of nonvolatile (dashed 
line), low-volatile (solid line), and semivolatile (dotted line) 
organic compounds during the base case simulation. 

organics increase with time. Compared with semivolatile 
organics, the lower volatility of the low-volatile group of 
organics makes its gas phase concentration significantly lower 
at later simulation times. The gas phase concentration of 
highly volatile organics not shown in Figure 2 follows closely 
that of the semivolatile group. 

The fractional contribution of non volatile, low-volatile, and 
semivolatile organics to the overall organic matter in the two 
modes is shown in Figure 3. Initially, nonvolatile compounds 
are the dominant group of organics in both the modes. Reasons 
for this are the low overall concentration of organic matter in 
the particulate phase and the relatively low gas phase 
concentrations of more volatile organics. Both these factors 
disfavor the partitioning of volatile compounds to the 
particulate phase. As time evolves, the concentration of 
volatile compounds in the gas phase and their fractional 
contribution in the particulate phase increases. At the end of 
the simulation, the particulate phase is dominated by low- 
volatile organics followed by nonvolatile and semivolatile 
organics. The somewhat lower fraction of volatile organics in 
the nucleation mode compared with the accumulation mode is 
caused partially by mass transport limitations, and partially by 
the Kelvin term which enhances the vapor pressure of these 
compounds over the surface of nucleation mode particles. 
Highly volatile compounds are unimportant for the system 
behavior, since they constitute less than 0.1% of the organic 
matter in both the nucleation and the accumulation mode. 
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Figure 3. Fractional contribution of nonvolatile (dashed 
line), low-volatile (solid line), and semivolatile (dotted line) 
organic compounds to the overall organic matter transferred 
into the nucleation and the accumulation mode during the base 
case simulation. 
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Figure 4. Mean diameter of the nucleation mode after 24 
hours of simulation time as a function of the production rate 
for nonvolatile organics. The calculations are made for three 
different production rates (1, 5, and 20 pg m -3 d -l) for low- 
volatile organics. 

In view of the above, it is clear that secondary organics with 
the least volatility are the most important ones when it comes 
to CCN production via the growth of nucleation mode 
particles. Figure 4 demonstrates how the final mean size of the 
nucleation mode depends on the production rate of nonvolatile 
and low-volatile organic compounds. From the figure we can 
immediately see that the incorporation of nonvolatile organics 
is a requisite for any significant growth of the nucleation 
mode. The reason is that without addition of new nonvolatile 

material to these particles, they rapidly become saturated with 
respect to more volatile compounds. At sufficiently high 
production rates for nonvolatile organics, the growth of the 
nucleation mode is assisted by the higher production rate for 
more volatile compounds. Contrary to this, at low production 
rates for nonvolatile organics the nuclei growth may even be 
suppressed by the presence of more volatile organics. In this 
latter case the volatile compounds enhance the accumulation 
mode surf'ace area such that a significantly larger fraction of 
nonvolatile species will be transported to the accumulation 
mode instead of the nucleation mode. 

The distribution of nonvolatile organics over the particulate 
phase is governed almost entirely by the available particle 
surface area. For more volatile organics there is less 
competition between different-size particles, since the 
partitioning of these compounds is driven by thermodynamic 
rather than kinetic factors. In the following subsection a more 
detailed analysis of the influence of various model parameters 
on our system behavior will be performed. 

3.2. Sensitivity of the Nuclei Growth to Model Parameters 

The primary uncertainties in our modeling results come 
from possible numerical errors caused by discretizations in 
time and particle size, as well as from uncertainties in the 
values of many model variables. The influences of numerical 
errors were examined by increasing the time and size 
resolution of the model, and they turned out to be negligible. 
The sensitivity of the system behavior to various model 
variables, within their expected range of variability under 
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Figure 5. Mean diameter of the nucleation mode after 24 
hours of simulation time as a function of accumulation mode 

particle number concentration and mean diameter. The range 
of values applied cover the submicron particulate matter 
concentration between about 0.1 and 10 pg m -3. 

conditions typical for continental background areas, is 
investigated below. 

3.2.1. Initial particle number size distribution. 
Preexisting particles affect the nuclei growth by providing an 
additional sink for secondary organic compounds. For 
nonvolatile organics, this sink term is proportional to the total 
particle surface area, whereas for more volatile organics it also 
depends on the chemical composition of the particulate phase. 
Figure 5 illustrates the influence of the accumulation mode 
mean diameter and particle number concentration on the 
nuclei growth. For larger particle surface areas (large NA and 
d,.A), a larger fraction of nonvolatile organics is transported to 

Table 1. Mean Diameter of the Nucleation Mode After 

a 24-Hour Simulation Due to Changes in Different 
Model Parameters 

Parameter New value d/,. m. nm 

N A, cm -3' dp. A, nm 

NN, cm -3 

{ZNV 

{ZNV 

o su,v, N m-' ß Mi, g tool -• 

fore, init 

100; 100 151 
100; 200 119 
200; 100 122 
200; 200 76 

1000; 100 41 
1000; 200 17 

500 59 
5000 50 

1.3 62 
1.8 51 
0.3 45 
0.1 41 
0.01 26 
0.3 59 
0.1 62 
0.01 75 

0.02; 100 88 
0.07; 300 34 

0.05 56 
0.! 54 
0.2 50 
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the accumulation mode and the growth of nuclei is suppressed. 
If the accumulation mode surface area is sufficiently low 
(N,•< 150-300 cm -3 for organic vapor production rates assumed 
here), the nuclei may reach sizes of 100-150 nm after 24 hours 
of growth time. The simulations in Figure 5 were repeated by 
varying the geometric standard deviation of the accumulation 
mode. As expected, the nuclei grew somewhat faster when the 
accumulation mode was narrower. The difference in the nuclei 

mean diameter after the simulation was typically within 10- 
20% for geometric standard deviations between 1.3 and 1.8 
(Table 1). 

In addition to the accumulation mode, secondary organics 
may be transported to preexisting Aitken mode or coarse 
particles. The Aitken mode may dominate total particle surface 
area in air masses scavenged by rain and in air far from 
anthropogenic sources. Our simulations show that to influence 
the nuclei growth similar to the accumulation mode (N A = 400 
cm -3, d•,.,• = 150 nm), the Aitken mode needs to have a particle 
number concentration of about 1000-1500 cm -3, depending on 
the mean diameter and the geometric standard deviation of this 
mode. For coarse particles similar number-based estimates 
cannot be made, since the surface area of the coarse mode 

varies strongly with its width and mean diameter. Anyway, 
coarse particles could be a major sink for secondary organics 
in marine air masses having high sea-salt loadings, as well as 
in air masses containing a large amount of crustal matter. 

3.2.2. Accommodation and diffusion coefficients. The rate 

at which any gaseous compound is transported to a particle is 
affected by its gas phase diffusion coefficient and its mass 
accommodation coefficient on the particle surface. For organic 
compounds, practically no experimental data on their mass 
accommodation coefficients ct i are available. We made a 
number of simulations in which the value of ct, for different 
organic groups was varied between 0.01 and 1 (Table 1). The 
influence of mass accommodation coefficient was most 

prominent for the nonvolatile group of organics, with their gas 
phase concentration increasing approximately as l/ctNv with 
the decrease in CtNv. The mean diameter of the nucleation mode 
decreased with decreasing %4v. The gas phase concentration 
of the low-volatile group of organics increased slightly if the 
corresponding mass accommodation coefficient CtLv was 
decreased. This, together with the resulting lower 
accumulation mode surface area, induced a larger flux of 
organic compounds to the nucleation mode causing it to grow 
faster. Changing the mass accommodation coefficient of the 
more volatile organics had little influence on the system 
behavior. 

The gas phase diffusion coefficient of a vapor is influenced 
greatly by its molecular weight. For light vapors such as water 
the diffusion coefficient in air is of the order 0.2 cm 2 s-l under 

typical lower-tropospheric conditions, whereas for heavier 
vapors with molecular weights above 150 g mol -• it is likely 
to be lower than 0.1 cm 2 s -• assumed in our base case 

simulation [Massman, 1998]. We made additional simulations 
by varying the gas phase diffusion coefficients of organic 
compounds and by scaling their molecular masses accordingly 
based on the Grahams's law [Massman, 1998]. Changes in the 
system behavior, including the gas phase concentrations of the 
different organic groups and the mean diameters of the two 
modes, turned out to be negligible. 

3.2.3. Kelvin effect. The partitioning of volatile compounds 
between the gas phase and particles smaller than about 0.1 }am 
in diameter is influenced by the Kelvin effect. In addition to 
the particle size, the magnitude of the Kelvin term is 
determined by the particle surface tension and the molecular 
weight of the compound condensing into the particle. The 
surface tension of pure organic particles can be as low as 0.02- 
0.03 N m -l, whereas particles consisting mostly of water have 
surface tensions close to 0.07 N m -I [Shulman et aI., 1996' 
Seinfeld and Pandis, 1998]. The molecular weights of 
secondary organics found in atmospheric aerosol particles are 
mostly in the range 150-250 g mol -l [Odum et al., 1996]. 

The influence of the Kelvin term on the nuclei growth is far 
from negligible (Table 1). Most of the variation in nuclei size 
is caused by the low-volatile group of organics which partition 
stronger to nuclei when the values of (•s•,,• and M, are 
lower. The amount of low-volatile organics in the nucleation 
mode varied by more than a/'actor 40 between the two extreme 
cases in Table 1, the amount of nonvolatile organics varied 
less than a factor 4. 

3.2.4. Diurnal variability in gas phase production rates. 
The primary oxidants responsible for secondary organic vapor 
production have clear diurnal variability. The concentration 
of OH tracks closely the intensity of solar radiation, whereas 
that of NO3 is almost negligible during the daytime. The 
concentration of O3 peaks usually during daytime, even though 
its diurnal variability is substantially smaller than those of the 
OH or NO3 radicals. To get some idea how variations in the 
oxidant concentrations might influence our system, we divided 
our simulation period into two parts representing the day 
(hours 06.00-18.00) and the night (hours 00.00-06.00 and 
18.00-24.00). The production rates of organic compounds, 
although different between the day and the night, were 
assumed to be constant during the two periods. 

To start with, it was assumed that the production of organic 
compounds is tied strongly to photochemical activity by 
selecting 10 times larger production rates during the day than 
during the night. The total amount of organics produced over 
the simulation period was kept the same as in our base case 
simulation. As one might expect, the gas phase concentrations 
of secondary organics differed from those in Figure 2 
simulations. The concentration of nonvolatile organics 
remained low during the first simulation hours, increased to >7 
ng m -3 rapidly after the "sunrise," decreased steadily during 
the day, and dropped rapidly <1 ng m -3 after the "sunset." The 
concentration of low-volatile organics increases monotonically 
but was delayed compared with the base case simulation 
because of the low production rates during the first simulation 
hours. Accumulation of organic compounds to the particulate 
phase occurred mainly during the daytime. Despite these 
differences, the mean diameters of both the nucleation and 
accumulation mode after the 24-hour simulation were almost 

the same as in our base case simulation. 

While the overall production rate of secondary organics is 
probably higher during the daytime, it is likely that there are 
individual compounds produced mainly during the night as a 
result of the reaction of precursor species with NO3. We 
performed a simulation in which the production rate of 
nonvolatile organics occurred mostly (90% of the overall 
production) during the night and that of more volatile organics 
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mostly (90%) during the day. Note that although this choice 
may seem arbitrary, it is based on the observations that the 
reaction of certain monoterpenes with NO 3 might produce less 
volatile products than their reaction with 03 or OH [Hoffmann 
et al., 1997; Griffin et al., 1999; Hallquist et al., 1999]. If our 
simulation results are compared with those in the previous 
simulation, the principal differences are the slightly lower 
mean diameter of the nucleation mode (53 nm) after 24 hours 
of simulation time and the time evolution of nonvolatile 

organics in the gas phase with a peak concentration during the 
nighttime. In summary, although diurnal variations in the 
production rate of secondary organics may significantly 
influence their gas phase concentrations, the growth behavior 
of nuclei seems not to be affected substantially. 

3.2.5. Other factors. In our base case simulation we 

assumed an initial organic fraction of 1% for both the 
nucleation and accumulation mode particles. In the ambient 
atmosphere this fraction could be substantially higher due to 
the presence of primary organic matter in the particulate phase 
or due to adsorption of gaseous organics by the particles 
surfaces. Simulations using different values forf ..... •,,,t between 
about 0.01 and 0.2 did not change the system behavior very 
much (Table 1). We conclude that the growth of nuclei due to 
the uptake of secondary organics is not very sensitive to the 
initial organic content of these nuclei. 

In our simulations we have assumed that the gas particle 
partitioning coefficient K o ..... is constant with time for the each 
group of organic compounds. In reality, K o ..... varies with time, 
since it is dependent on the chemical composition of the 
particulate phase, as well as on the ambient temperature and 
relative humidity [Liang et al., 1997; Jang and Kamens, 1998, 
1999]. Our simplified model cannot simulate the potential 
chances in K, ..... i caused by changes in the particle chemical 
composition such as its organic speciation and water content. 
The influence of diurnal temperature variations can be 
imitated in a rough way by changing the value of K,, ..... in a see- 
saw fashion with lower values during the day and higher 
values during the night when temperatures are lower. K o .... i was 
assumed to reach maximum at 03.00 and minimum at 15.00. 

To alleviate comparisons to the base case simulation, the 
geometric mean of K,, ..... integrated over the simulation was 
kept unchanged. 

As expected, diurnal variations in K, ...... induced significant 
changes in the partitioning of volatile organics between the gas 
and particulate phases compared with the base case simulation. 
The changes were most evident when looking at the gas phase 
concentrations of different organics. When the diurnal 
variability in K,, ... was within a factor of 20, changes in the 
mode mean diameter after the 24-hour simulation were <5% 

for the nucleation mode and <10% for the accumulation mode. 

For the nuclei, this kind of behavior is quite expected given the 
dominant role of nonvolatile organics with respect to their 
growth. 

4. Organics Responsible for Atmospheric 
CCN Production 

4.1. Required Properties 

The simulations in the previous section demonstrate clearly 
that atmospheric CCN production caused by secondary 
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Figure 6. Critical gas particle partitioning coefficient as a 
function of accumulation mode particle number concentration. 
Solid line represents simulation with a Kelvin term similar to 
our base case simulation, whereas the bottom and top dashed 
lines are simulations in case of small (Mi= 100 g tool -t, o 
su,•=0.03 N m -•) and large (Mi= 300 g mol-•, o su,•=0.07 N m-•) 
Kelvin terms, respectively. 

organics is tied strongly to the presence of nonvolatile 
compounds in the system. In reality, even the least volatile 
compounds have a small saturation vapor pressure and thereby 
also a finite gas particle partitioning coefficient Ko ... . A 
question now emerges: how small can the value of K,, .... Nv be 
without changing the nuclei growth behavior significantly 
from that when assuming K, ..... Nv to be infinitely large? To 
answer this, we searched the minimum value of K, ..... sv for 
which the mean diameter of the nucleation mode after 24 

hours of simulation time remained above 50 nm. This so- 

called critical gas particle partitioning coefficient K, ..... •,.,, is 
plotted in Figure 6 as a function of the accumulation-mode 
particle number concentrations and for Kelvin terms of 
different magnitude. Other model parameters were kept equal 
to our base case simulation. 

Figure 6 demonstrates that under conditions where 
atmospheric CCN production by secondary organics is viable, 
the gas particle partitioning coefficient of the nonvolatile 
group of organics needs to be of the order of 102-104 m 3 ug-t. 
Because of the relatively small initial size of the nucleation 
mode particles, the exact value of K,,,,,•,.•t is extremely sensitive 
to the Kelvin term. This emphasizes the important role of the 
least volatile compounds, either organic or inorganic, in the 
very initial growth of nuclei formed in the atmosphere. 

Knowing the range of values for K,,,,,•,.,t, (4) offers a means 
to estimate the saturation vapor pressure Pt. • required for an 
organic compound to make it important for atmospheric nuclei 
growth. To apply (4), one needs to know the molar mass of the 
absorbing phase M,,,,and the activity coefficient of the organic 
compound in it ¾,,m. •' The values of M,, m for atmospheric 
particles are expected to be in the range 100-300 g tool -• 
[Pankow, 1994; Odum et al., 1996]. Measured activity 
coefficients vary typically between about 1 and 5, even though 
values in excess of 10 have also been reported for certain 
compounds [Jang etal., 1997; Jang and Kamens, 1998]. With 
this information an upper-limit estimate of about 1 part per 
trillion (ppt) can be obtained forpt., (K,, ..... =100, 3' ... •=1). By 
taking into account that ¾,,,, i is somewhat larger than unity and 
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that the required values of K,,m. i probably are larger than 100, 
we may estimate that in practice the saturation vapor pressure 
of an organic compound needs to be about 0.01-0.1 ppt or 
lower to make it important for the growth of nuclei in the 
atmosphere. A vapor pressure of similar magnitude was found 
by Kulma!a et al. [ 1998a] using a different approach, in which 
observed particle growth times in a boreal forest were 
analyzed with model simulations. 

The vast majority of organics identified in atmospheric 
aerosol particles have a saturation vapor pressure of the order 
of several parts per billion (ppb) or greater [Jang et al., 1997; 
Liang et al., 1997; Simcik et al., 1998]. Based on our earlier 
classification, these compounds belong to the semivolatile or 
highly volatile group of organics. The oxidation of terpenoids, 
especially monoterpenes, have been shown to produce 
organics of relatively low volatility [Galogirou et al., 1999; 
Griffin eta!., 1999; Yu et al., 1999a]. Of those identified 
tentatively in smog chamber experiments, the least volatile 
ones include hydroxy pinonic acid, pinic acid, hydroxy 
pinonaldehydes, pinonic acid, and nor-pinonic acid and its 
isomers [Hoffmann et al., 1998; Jang and Kamens, 1999; Yu 
et al., 1999a]. The saturation vapor pressures of these 
compounds have been estimated to range from a few ppt to 
several tens of ppb, depending on the compound and the 
atmospheric conditions [Jang and Kamens, 1999; Yu et al., 
1999a]. According to our classification, these compounds 
belong to the 1ow-'volatile or semivolatile groups of organics 
and, although important contributors to secondary particulate 
matter in the atmosphere, they are unlikely to be the ones that 
actually grow nuclei to a CCN size. 

Laboratory experiments concerning the oxidation of 
monoterpenes and isoprene have been observed to produce 
minor fractions of several yet unidentified multifunctional 
compounds [Wangberg et al., 1997; Chien et al., 1998; 
Hoffmann et al., 1998; Hallquist et al., 1999; Jang and 
Kamens, 1999; Yu et al., 1999a]. If having sufficiently low 
saturation vapor pressures, it is quite possible that some of 
these compounds could belong to the nonvolatile group of 
organics necessary for atmospheric CCN production. In the 
next section we briefly discuss the implications of our 
modeling results for identifying these nonvolatile organics in 
field or laboratory experiments. 

4.2. Implications for Experimental Work 

In previous sections we outlined what kind of properties are 
required for secondary organics that could be important for 
atmospheric CCN production. While the modeling results were 
dependent on several parameters that may vary greatly with 
varying atmospheric conditions, there are many general 
conclusions that probably hold and thus can be made use of in 
experiments carried out in the field and laboratory. 

We demonstrated that the growth of nanometer size nuclei 
to a CCN size requires the presence of rather nonvolatile 
organics with saturation vapor pressure of the order 0.0 I-0.1 
ppt or lower. This is quite a severe constraint, limiting the 
candidate species to multifunctional compounds that condense 
rapidly to the particulate phase. The low vapor pressure of 
these compounds certainly poses limitations with the regard of 
their detection using many current analyzing techniques. 

In systems where atmospheric CCN production via 
secondary organics is viable, the production rate of nonvolatile 

organics is expected to lie in the range 0.1-I gg m -3 d -• . This 
rate may be substantially lower than the overall production rate 
of secondary organics in the system. When noting further that 
the nonvolatile group of organics may consists of a number of 
different compounds, it becomes clear that even compounds 
that have relatively low yields in precursor oxidation reactions 
could contribute significantly to atmospheric CCN production. 
This is worth keeping in mind when interpreting smog 
chamber experiments. 

In recent field experiments carried out in forested areas, a 
number of different terpene oxidation products have been 
identified in the particulate phase [Yu et al., 1999b; Kavouras 
et al., 1998, 1999]. Particle collection in these experiments has 
been based either on bulk filter sampling or on impactor 
sampling with only one or two size fractions in the submicron 
size range. Our model results show that the nonvolatile 
organics responsible for atmospheric CCN production are 
expected to be enriched in very small particles but, despite 
this, may constitute less than 10% of the overall submicron 
organic mass. This means that any collection device unable to 
collect separately particles smaller than some 0.1 lain in 
diameter cannot give reliable estimates on whether the 
measured compounds really are the ones that produce new 
CCN or whether they just partition into preexisting 
accumulation mode particles. 

The model runs demonstrated further that the overall gas 
phase concentration of nonvolatile organics is unlikely to 
exceed a few ng m -3 in the atmosphere. Thus any compound 
observed at greater abundances in the gas phase is unlikely to 
belong to the group of compounds that are responsible for 
atmospheric CCN production. 

5. Summary and Conclusions 

Atmospheric CCN production caused by secondary organic 
compounds was investigated using a zero-dimensional box 
model that simulates aerosol dynamics coupled with simplified 
gas phase chemistry. Based on their gas particle partitioning 
properties, the secondary organic compounds were divided into 
four groups termed nonvolatile, low-volatile, semivolatile, and 
highly volatile organics. Gas phase production rates of these 
organics were prescribed. Transportation of organic 
compounds between the gas phase and different size particles 
were modeled explicitly using a condensation equation and a 
proper thermodynamic treatment for gas particle partitioning. 
The initial particle number size distribution was assumed to be 
bimodal with an accumulation mode centered at 150 nm and a 
nucleation mode at 5 nm. 

Model simulations demonstrated that the growth of 
nanometer size nuclei to a CCN size requires the presence of 
organics of extremely low volatily. These nonvolatile organics 
need to have saturation vapors pressures of the order of 0.01- 
0.1 ppt or lower and, in order to induce sufficient nuclei 
growth, must have gas phase production rates of the order of 
0.3-1 lag m -3 d -• under conditions typical tbr continental 
background areas. As the nuclei grow in size, they start to 
uptake volatile organics more efficiently. As a result, organic 
matter in both the nuclei grown into a CCN size and in the 
preexisting accumulation mode particles is expected to be 
dominated by low-volatile organics rather than organics that 
actually are responsible for the nuclei growth. 
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In the atmosphere, direct observations of secondary CCN 
production caused by secondary organics have been observed 
mainly in forested areas [Miikelii et al., 1997; Kavouras et al., 
1998; Kulmala et al., 1998b; Leaitch et al., 1999]. Forests are 
known emitters of monoterpenes and other terpenoids capable 
of forming secondary particulate matter. According to our 
modeling results, the monoterpene oxidation products 
identified so far, although important contributors to secondary 
particulate matter, seem too volatile to be the ones that grow 
small nuclei to a CCN size. In field experiments, positive 
identification of organics responsible for atmospheric CCN 
production would require information on the chemical 
composition of particles smaller than about 0.1 lum in 
diameter, which is the size range where nonvolatile organics 
are likely to be enriched compared with other secondary or 
with primary organics. Since the gas phase production rate of 
nonvolatile organics needs not to be very large in order to 
induce significant nuclei growth, more attention should also be 
paid to reaction products that have minor yields in smog 
chamber experiments. 

Our model exercise assumed that secondary organics found 
in the particulate phase were produced initially by various gas 
phase reactions in the atmosphere. In addition to this formation 
pathway, secondary organics could be produced by 
heterogeneous reactions occurring on the surface or inside 
aerosol particles or in cloud droplets. It is clear that reactions 

f ..... i,,,, initial particle organic fraction, 0.01. 
p•, particle density, 1 g cm -3. 

cs su,' particle surf'ace tension, 0.05 N m -•. 
cti species accommodation coefficient, 1. 
D, species gas phase diffusion coefficient, 0.1 cm 2 s -I 
M• species molecular weight, 150 g mol -•. 

PNV production rate of nonvolatile organics, 0.5 lug m -3 
d-• 

P•.v production rate oflow-volatile organics, 5 lugm -3 d -•. 
Psv production rate ofsemivolatile organics, 5 pgm --•d -• 

K, ..... Nv absorbtion partitioning coefficient (nonvolatile), 
K( ..... Lv absorbtion partitioning coefficient (low volatile), 0.5 

m • pg-•. 
K, ..... sv absorbtionpartitioningcoefficient(semivolatile), 0.01 

m 3 lug- •. 
K, ..... , absorbtion partitioning coefficient (highly volatile), 

10 -4 m 3 lug-•. 
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Abstract. Data obtained from the Global Atmospheric Sampling Program (GASP) during the late 
1970s are used to evaluate the hypothesis that particulate emissions by aircraft are a significant 
source for the upper tropospheric/lower stratospheric fine and ultrafine aerosol. Measurements of 
condensation nuclei (CN) were acquired above 6 km mean sea level as part of GASP from Octo- 
ber 1977 through June 1979, using automated packages on up to four commercial airliners simul- 
taneously flying their normal daily routes. These routes spanned much of the midlatitude Northern 
Hemisphere, with the notable exceptions of the former Soviet Union and China. The GASP meas- 
urements are analyzed to determine the vertical, geographical, and seasonal distribution of upper 
tropospheric/lower stratospheric CN in clear air, spanning an. altitude range from several kilome- 
ters above to several kilometers below the tropopause. The general lack of vertical gradients in 
median. CN mixing ratio at altitudes in the troposphere suggests that CN in the clear troposphere 
are generally well mixed. CN mixing ratios decrease with distance above the tropopause, consis- 
tent with a tropospheric source for stratospheric CN. Median. CN mixing ratios for selected re- 
gions were compared to the Northern Hemisphere median., by altitude and season. Regional me- 
dian. CN mixing ratios can. differ from the hemispheric median. by more than. a factor of 2 but 
never an order of magnitude. The lack of vertical variation of CN concentrations in the tropo- 
sphere is not at all consistent with the vertical variation of fuel consumed by aircraft, which peaks 
at altitudes near the tropopause. The observations of CN show some regional medians exceeding 
Northern Hemisphere medians in some seasons and not others, but the regions with the highest 
medians are not always those with the highest aircraft fuel consumption. We conclude that aircraft 
emissions are not a major component of the global clear air background CN measured during 
GASP. 

1. Introduction 

Anthropogenic aircraft emissions are of special interest, de- 
spite their relatively small contribution to the global anthropo- 
genic emission of pollutants. Most aircraft emissions occur high 
in the troposphere where removal mechanisms are less effective 
than nearer the ground where most other anthropogenic emissions 
occur. The aircraft emissions on which this report will focus are 
emissions of ultrafine and fine particulate matter (d < 0.5 gm) 
produced during combustion in aircraft engines. Reports of recent 
measurements of this particulate matter during the Subsonic Air- 
craft: Contrail and Cloud Effects Special Study (SUCCESS) are 
surveyed by Toon and Miake-Lye [1998]. These include Miake- 
Lye et al. [1998], Hagen et al. [1998], Pueschel et al. [1998], An- 
derson et al. [1998a, b], Dibb et al. [1998], and Paladino et al. 
[1998]. Earlier measurements are reported by, for example, Bras- 
seur et al. [1998], Schlager et al. [1997], Schumann et al. [1996], 
Fahey et al. [1995], Spicer et al. [1994], Whitefield et al. [1993], 
Spicer et al. [1992], and Rosen and Hoffman [1977]. These re- 
ports demonstrate that aircraft engine exhaust particles are com- 
posed mainly of carbonaceous soot, sulfates, oxides of the metals 
of which the engines are constructed, oxides of trace components 
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of the fuels, and components of ambient aerosol particles proc- 
essed through the aircraft engines. The concentration of particles 
volatile at temperatures above -150øC is about twice that of parti- 
cles that do not volatilize at such temperatures. The volatile parti- 
cles tend to be from the small end of the particle size spectrum, 
which ranges from a few nanometers to several micrometers. 

The fate of aircraft particulate emissions differs from that of 
other anthropogenic particulate emissions due to the height of re- 
lease. Most anthropogenic pollutant sources are at or near the sur- 
face, and material emitted there may or may not be transported 
upward out of the surface boundary layer. In contrast, aircraft ex- 
haust is released into the atmosphere over a range of altitudes, 
with most emissions during cruise flight in the upper troposphere. 
At cruise altitudes (typically 9-13 km mean sea level (msl)) where 
most emissions occur, the exhaust is injected directly into the up- 
per troposphere and lower stratosphere. In these regions, removal 
mechanisms, such as scavenging by cloud particles, operate in 
relatively smaller volumes of the atmosphere, and for shorter pe- 
riods, compared to these same mechanisms operating in the lower 
troposphere. Removal of exhaust particulate from the upper tro- 
posphere and lower stratosphere thus requires a longer timescale 
than at lower altitudes. 

__ 

In the summary compiled by Friedl [1997], virtually all of the 
black carbon aerosol in the upper troposphere/lower stratosphere 
is attributed to aircraft emissions, although black carbon aerosol 
typically represents a negligible (<<1%) fraction of the total aero- 
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sol mass in these regions. Increases in concentration of cloud 
condensation nuclei (CCN, a subset of the condensation nuclei 
population that serve as nuclei for condensation of water at super- 
saturations reached in natural clouds), due to aircraft emissions, 
of from 5 to 500 cm-3 are estimated for heavily traveled flight 
corridors. The global impact of aircraft soot emissions on the at- 
mospheric energy balance is estimated to be small relative to the 
radiative impact of aircraft NOx emissions (NOx emissions lead to 
increases in 03, a greenhouse gas) and CO2 emissions (CO2 is an- 
other greenhouse gas). 

Direct observations of the impact of aircraft on concentrations 
of atmospheric aerosol particulates are limited. Hofmann [1991] 
found a correlation between the increase in lower stratospheric 
sulfate mass loading (-5% / yr) and the increase in jet fuel con- 
sumption in the stratosphere (-5% / yr) from the 1970s into the 
1990s and postulated that emission of sulfur oxides by aircraft led 
to the increase in atmospheric aerosol sulfate. Hofmann [1993] 
noted that this increase was mainly at the 15-20 km altitude level 
over Laramie, Wyoming (corresponding to lower stratospheric 
regions), with decreases at lower levels and weaker trends above. 
Hoffman et al. [1998] concluded that aircraft particulate emis- 
sions over the Laramie, Wyoming, region increased the back- 
ground upper tropospheric aerosol concentration by about 10%. 
Strom and Ohlsson [1998], using in situ aerosol and cloud parti- 
cle measurements, identified regions within cirrus cloud forma- 
tions where aircraft particulate emissions have apparently resulted 
in a higher concentration of cloud ice particles. 

Baughcum et al. [1996a, b] constructed an extensive emission 
inventory for civil aircraft. Fossil fuel consumption by aircraft 
constitutes •- 2% of the total fossil fuel cornbusted globally eacti 
year in recent decades [Baughcum et al., 1996b; Brown et al., 
1997: Fried/, 1997]. A small seasonal variation in global aircraft 
fuel consumption was found with a peak in the summer and 
minimum in the Northern Hemisphere winter [Baughcum et al., 
1996a]. Baughcum et aL [1996a] noted a global increase in fuel 
usage of 4.6%/yr from 1976 to 1992 (similar to the rate of in- 
crease quoted by Hofmann [1991]). Figure 1 shows average daily 
fuel burnt by region in 1976 as a function of season, according to 
the inventories presented by Baughcum et al. [1996b]. The North 
American/continental U.S. regions had the highest regional fuel 
consumption. Air traffic in these regions consumed 3 times the 
fuel of traffic in the European region and nearly an order of mag- 
nitude more fuel than traffic in the North Atlantic and North Pa- 

cific regions. Figure 2 shows fuel burnt by altitude for the month 
of May 1976 from the same inventory. It is seen that most fuel is 
consumed at cruise altitudes, ranging between 9.5 and 12.5 km 
msl pressure altitude (altitude range corresponding to the range of 
flight-level atmospheric pressures in the standard atmosphere). 
Depending on the region and season, more or less of this altitude 
band will be above the tropopause. Data for later years follow the 
same pattern, with respect to fuel consumption both by region and 
by altitude, with a slow overall year-by-year increase in each re- 
gion and at each altitude, ranging in magnitude from 2.8% to 
7.4% annually [Baughcum et al., 1996a, b]. 

Although aircraft engines have continually become more effi- 
cient and average fuel sulfur content has decreased, leading to 
lower number concentration and sizes of emitted particulates, the 
continued increase in air traffic will make aircraft emissions a 

continuing potential pollution concern. As flight corridors be- 
come more congested, it is likely that more flight time may be 
spent in the stratosphere, where particulate residence times will be 
much longer and the impact on photochemistry greater. This will 

be especially evident in heavily traveled en route flight corridors, 
such as over the North Atlantic and North Pacific. 

In order to compare to the large body of upper tropospheric 
aerosol measurements recently acquired in selected regions, we 
examine below a unique set of in situ aerosol observations ob- 
tained along flight corridors during the 1970s. These observations 
spanned much of the Northern Hemisphere and will be used to 
examine the atmosphere of that era for impacts due to aircraft 
emissions, and to formulate a baseline against which to compare 
current observations. 

2. GASP 

From March 1975 through June 1979, the National Aeronau- 
tics and Space Administration (NASA) conducted the Global At- 
mospheric Sampling Program (GASP). The purpose of the pro- 
gram was to develop a global database of important atmospheric 
species using aircraft-mounted automated instrumentation. These 
observations were to be used to improve understanding of the 
background chemistry and physics of the upper troposphere/lower 
stratosphere, and to provide a basis for evaluating the perturba- 
tions to this background state caused by aircraft emissions [Per- 
kins and GustajSson, 1975]. 

Similar atmospheric research programs involving automated 
equipment on scheduled commercial aircraft have been under- 
taken more recently. The Measurement of Ozone and Water Va- 
por by Airbus In-Service Aircraft (MOZAIC) program was initi- 
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Figure 1. Commercial aircraft fleet fuel consumption during 1976 
by region and season, re-plotted from Baughcztm eta/. [1996b]. 
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Figure 2. Global commercial aircraft fuel consumption by altitude, May 1976, from 
Baughcum et al. [1996b]. 

ated in 1993 and is still ongoing [Marerico et al., 1998]. In addi- 
tion to ozone and water vapor, instrumentation is being added to 
monitor other trace gases, such as carbon monoxide and oxides of 
nitrogen. The Nitrogen Oxides and Ozone Along Air Routes 
(NOXAR) program [Brunner et al., 1997] ran from May 1995 
through May 1996, with automated instrumentation for measuring 
ozone, nitrogen monoxide, and nitrogen dioxide, on one sched- 
uled Swissair B-747 aircraft. Neither of these programs included 
instrumentation for atmospheric particulates. 

Descriptions of the GASP program are given by, for example, 
Perkins and GustaJ•son [1975], Nastrom et al. [1982], and a se- 
ries of data reports [e.g., Holdeman et al., 1976]. Four Boeing 
747s in routine commercial service were fitted with automated in- 

struments to measure aerosol particle number concentration, size, 
and chemical composition and gaseous ozone and carbon mon- 
oxide concentrations. Other recorded parameters included wind 
speed and direction, pressure, temperature, and humidity. After 
the data were gathered and processed through quality control pro- 
cedures, analyzed tropopause height information from the U.S. 
National Meteorological Center (NMC, now National Center for 
Environmental Prediction) operational hemispheric analyses, and 
computed solar elevation angle, were added during archival. 

Owing to changing programmatic priorities and the premature 
termination of the program, analysis of the GASP data did not 
proceed as originally planned. Several preliminary analyses were 
published during or immediately after the field observation phase. 
Ozone data were used in several analyses. Selected portions of the 
03 data were used in studies of seasonal variations of ozone 
mixing ratio in the upper troposphere/lower stratosphere [Nas- 
trom, 1979]. The complete data set was used to address the issue 
of exposure of flight crews to hazardous levels of 0 3 in several 
reports, [e.g., Jasperson et al., 1984]. The CO data are exten- 

sively discussed only in a contractor report [Wu, 1981], in which 
then novel aspects of the global distribution of CO in the upper 
troposphere were presented. Data from GASP optical particle 
counters have been used to indicate the presence or absence of 
cloud at flight level, and have served as a basis for compiling a 
global climatology of upper tropospheric cloudiness [e.g., Jasper- 
son et al., 1985]. Chemical analysis of particulate matter collected 
on filters from the limited effort in filter sampling is summarized 
by Lezberg et al. [1979]. 

Several reports appeared based on observations obtained on a 
special 2-day pole-to-pole around-the-world flight sequence or- 
ganized during GASP. (See, for example, Gaunther et al. [1979], 
Newell and Gauntnet [1979], Pratt and Falconer [1979], and 
Hogan and Mohnen [1979].) These reports focused on the distri- 
bution of 03, CO, and aerosols along the flight track during this 
2-day period. 

Some analyses developed that were not anticipated by the 
original project planners. For instance, the GASP meteorological 
data served as the basis for several studies of atmospheric wave 
spectra [e.g., Nastrom and Gage, 1985; Nastrom and Fritts, 
1992]. 

Despite original intentions, the data have yet to be critically 
applied to the problem of evaluating the effects of aircraft par- 
ticulate emissions on the upper troposphere/lower stratosphere. 
The purpose of this paper is to reexamine the GASP data in light 
of current concerns over the impact of aircraft on the atmosphere. 
We evaluate the extent to which portions of it can be used to es- 
tablish a baseline for condensation nuclei (CN) (i.e., submicro- 
meter aerosol particles [Pruppacher and Klett, 1997]) in the upper 
troposphere/lower stratosphere of the late 1970s, and the extent to 
which it can be used to discern the effects of aircraft on the distri- 

bution of CN in that era. 
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3. GASP Instrumentation 

3.1 Data Acquisition 

During GASP, data were gathered at altitudes greater than 
6 km. A special cover protected the external sample inlet probes 
when the aircraft was below 6 km altitude to limit exposure of the 
intake lines to more heavily polluted lower tropospheric air. Data 
typically were recorded every 5 min. The data were, in most 
cases, observations obtained near the time of recording, and in 
some cases, an average of constituent concentrations over more or 
less of the preceding 5 min. At cruise velocities this resulted in 
observations at 75 km intervals along the aircraft route. Excep- 
tions to this included periods when automated instrument calibra- 
tions were completed (calibration results but no observations re- 
corded) and, later during GASP, when an aircraft encountered 
turbulence. In this latter case, data were in some cases recorded 
every second in an effort to gather more information about trans- 
port in the vicinity of jet streaks. On about 100 flights, observa- 
tions were recorded at 1 s intervals for the entire flight, regardless 
of turbulence or location relative to jet streaks. Each aircraft oper- 
ated for about 10 hours per day. This resulted in about 120 data or 
calibration points per aircraft per day from the normal recording 
protocol, and many thousands of points per day from flights with 
the 1 s observation interval. 

All of the instruments were calibrated in the laboratory prior to 
installation. About every 2 weeks, data cassettes in the data acqui- 
sition systems and other expendables such as calibration gases, 
filters, etc., were replaced, and at this time, instrument calibration 
data were also taken. Instruments themselves were routinely 
swapped out for refurbishment and bench calibration. The interval 
for removal for refurbishment and bench calibration varied from a 

few weeks to many months, depending on the type of instrument 
and how often a given airliner passed through an airport where 
this could be done. 

During archival of the observations, tropopause data were in- 
terpolated to the aircraft latitude and longitude from NMC analy- 
sis grid points. During the GASP program, NMC used two differ- 
ent methods to calculate the tropopause altitude [Holdeman et al. 
1976]. The Flattery method, based on the lowest stable layer with 
a pressure _< 500 mbar and a lapse rate _< 2.5 K km-1, was used 
from the start of the GASP program until December 17, 1975, 
when the Gustafsson method was implemented. This more com- 
plex method is based on potential temperature and the anticipated 
tropopause height for the season and the location. In the fourth 
GASP data report [Ho/deman et al., 1976], as well as later data 
reports, it is noted that the Gustafsson method generally produces 
a lower tropopause than the Flattery method and that this discrep- 
ancy increases as latitude decreases. The NMC went back to using 
the Flattery method in July 1977. No adjustments were made to 
the archived GASP tropopause data to adjust for this brief change 
in methodology. Since the CN data were all obtained after the 
Flattery method was reinstated, the definition of tropopause 
height used in the analyses below is consistent throughout the 
time span of the data. 

3.2 GASP Condensation Nuclei Instruments 

All of the instruments of the GASP package were derived 
from commercially available instruments that were altered to in- 
crease sensitivity and adapted for automated operation on board 
the aircraft. The GASP CN instrument was a modified Environ- 

ment One CN counter. This instrument was designed by T.A. 

Rich, and derived from (but not identical to) the earlier General 
Electric (GE) CN counter by T.A. Rich and B. Vonnegut [Skala, 
1963]. These counters began flying as part of GASP in October 
1977. 

Briehl [1974] and Nyland [1979] provided descriptions of the 
instrument and sample conditioning. It detects CN by producing 
rapid expansion of humidified sample air, resulting in formation 
of a cloud of water droplets. The CN concentration is determined 
by measuring extinction of white light in the resulting cloud. The 
commercial version of the instrument was modified for GASP for 

greater sensitivity at small concentrations and automatic operation 
and to operate with a pressurization system which brought the 
ambient air sample up to cabin pressure and temperature using 
filtered, particle-free air. 

Tests on a prototype instrument showed that it detected con- 
centrations from less than 10 cm-3 to 1000 cm-3 with a noise level 

of less than 5 cm-3. Briehl [1974] showed that losses of involatile 
particles in the pressurization system were less than 20%, while 
Nyland [1979] showed average losses of 4.5%. Tests comparing 
the response of the GASP CN counter to that of a Pollak (expan- 
sion-type) CN counter for laboratory aerosols showed that the 
concentrations indicated by the GASP instrument were linearly 
proportional to those from the Pollak counter, but that relative re- 
sponse varied by +25% depending on particle type [Nyland, 
1979]. These results are consistent with tests performed using 
similar instruments by Hogan et al. [ 1981 ]. 

3.3 Analysis Procedures 

The archived GASP data were obtained from the National 

Center for Atmospheric Research in Boulder, Colorado. These 
data were archived by aircraft. For each aircraft there are individ- 
ual data files for each flight. Holdeman et al. [1976] provided a 
description of the data format. The CN data used in our analysis 
are an average over 16 s prior to the time the data are recorded. 
Recording occurs at 5 min intervals. 

As we desired to identify a particular observation as strato- 
spheric or tropospheric, only observations including ozone and 
tropopause height were used in the analyses reported below. This 
eliminated only a small fraction of the total data from the analy- 
sis, and gave us a second criterion in addition to the archived tro- 
popause height for assigning an altitude as either tropospheric or 
stratospheric. 14/ozniak [1997] found that the archived NMC- 
analyzed tropopause heights were typically within 2 km of a dis- 
tinct level at which ozone began increasing rapidly with height. 
Thus the definition of the boundary between troposphere and 
stratosphere at a particular location can differ by a distance of the 
order of 2 km, depending on the criteria used. There was no con- 
sistent bias between the two definitions of the tropo- 
spheric/stratospheric boundary. In the analysis described here, we 
use the archived NMC tropopause height to define this boundary. 

The individual observations were arranged into seasonal 
groups according to seasons in the Northern Hemisphere: winter 
(December, January, February); spring (March, April, May); 
summer (June, July, August); and autumn (September, October, 
November). In addition, the data were divided into nine (some- 
times overlapping) regions bounded by the latitude and longitude 
ranges indicated in Table 1. 

Figure 3 shows regions defined in Table 1 plotted on a map of 
the Northern Hemisphere. ' Also plotted are the geographic loca- 
tions of the 4788 CN observations in clear air incorporated into 
the analysis presented below. 
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Table 1. Regions and Ranges of GASP Analyses 

Geographical Region Latitude Range Longitude Range 

Northern Hemisphere* 0 ø - 80øN 180øW - 180øE 
Continental United States* 25øN - 49øN 125øW - 70øW 

Europe* 37øN - 70øN 10øW - 25øE 
North America* 25øN - 70øN 125øW - 70øW 
North Atlantic* 30øN - 70øN 70øW - 10øW 
North Pacific* 30øN - 65øN 120øE - 125øW 
Southeast Asia 0 ø - 30øN 60øE - 140øE 
Western Pacific Ocean 0 ø - 30øN 130øE - 180øE 
Hawaii 5øN - 35øN 172.4øW - 144.4øW 

*Indicates regions that correspond to regions used in NASA's Scheduled Civil Aircraft Emission Inventories [Baughcum 
et al., 1996b]. 

3.4 Data Quality Evaluation 

From studying selected individual flights in detail, it was 
found that relatively higher CN readings in the troposphere often 
occur in association with clouds, as indicated by the GASP opti- 
cal particle counters. In many cases these clouds could be in a re- 
gion of recent upward transport, which in addition to bringing 
moisture upward, also bring CN up from the surface boundary 
layer to the upper troposphere. It also is possible that evaporating 
cloud particles acted to humidify the sample air stream and affect 
the response of the CN counters or that cloud particles shattering 
on the inlet walls artificially enhanced CN counts [Weber et aL, 
1998]. For these reasons, only cloud-free observations are in- 
cluded in statistics on which our CN analyses are based, with the 
goal that our results be representative of clear air volumes not re- 
cently influenced by relatively rapid vertical transport or high 
humidity. 

An observation was determined to be cloud free if the optical 
particle counter included in the GASP instrument package indi- 
cated a similar cumulative concentration of particles greater than 

1.4 pm and 3.0 pm. Detailed study of data from individual flights, 
along with corroborating archived standard meteorological data, 
showed that in the presence of cloudiness the optical particle 
counter registered similar cumulative counts in these two archived 
size categories. This criterion was adopted in preference to other 
cloudiness parameters archived in the GASP data based on a sim- 
ple threshold count in the >3.0 !,tm optical particle counter chan- 
nel. These other cloudiness parameters were based on count sta- 
tistics covering the entire 5 min between recorded data points, 
while we required an indication of cloudiness sensitive specifi- 
cally to clouds near the time of the observation because the CN 
observations represented an average over only 16 s prior to the 
recording time. 

There were over 20,000 archived individual observations 
containing CN, ozone, and tropopause height information during 
the 21 months of GASP in which CN counters were flown. Se- 

lecting for observation times also containing optical particle 
counter data, and then for cloud-free observations according to 
the above criteria, left 4788 observations for the analysis de- 
scribed below. 

REGIONS USED IN TREND ANALYSES 
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Figure 3. Regions used by Baughcum et al. [1996b], also adopted as the basis for the 
analyses performed in this study, with the addition of the areas centered on Hawaii and 
southeast Asia. Superimposed are locations of the 4788 CN observations utilized in the 
analysis. 
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4. Comparison to Other Observations of 
Condensation Nuclei 

4.1 University of Wyoming Aerosol Measurements in the 
Upper Troposphere and Lower Stratosphere 

For more than two decades there has been a continuous series 

of vertical soundings through the troposphere and stratosphere 
monitoring aerosols and trace gases conducted by researchers at 
the University of Wyoming from a site near their campus. (See, 
for example, Holmann [1993] and Holmann et aL 1998].) One in- 
strument often carried on these flights is a CN counter. In the 
Wyoming CN counters, ambient particles drawn into the instru- 
ment are first passed through a thermal diffusion chamber with 
ethylene glycol as a working fluid. A temperature gradient in the 
chamber results in large glycol supersaturations, causing conden- 
sation of glycol on all particles present followed by growth to a 
size where they will scatter enough light to be detected individu- 
ally as they pass through a light beam [Rosen and Holmann, 
1977]. These condensation nucleus counters, although of a differ- 
ent design than the GASP condensation nucleus counters, are sen- 
sitive to particles of similar composition and in approximately the 
same size range. Cadle et al. [1975] showed that CN counters of 
design similar to the GASP counters produced concentration 
readings within 30% of those from instruments of the type flown 
on the Wyoming balloons, when sampling a laboratory-generated 
sulfuric acid aerosol. 

It should be noted that the Wyoming balloon-borne CN coun- 
ter is optimized for CN concentrations typical of the stratosphere. 
At altitudes below -15 km a dilution system is employed in order 
to avoid exceeding the counting capability of the instrument 
[Rosen and Hofmann, 1977]. This introduced an additional un- 
certainty into the concentration estimate not present in the Cadle 
et aL [ 1975] experiments [Hofinann, 1993]. Rosen and Hofinann 
[1977] estimated a total uncertainty in absolute concentration of 
as much as a factor of 2 for this instrument, but this does not in- 
clude uncertainty in the dilution. 

A search was performed for GASP data obtained near 
Laramie, Wyoming, on days when there were balloon-borne in- 
struments monitoring CN over this location. Several cases were 
found when a GASP-instrumented aircraft passed within a few 
degrees of latitude/longitude of Laramie on the day of a balloon 
launch. Given typical wind speeds at flight levels, even a few 
hours' separation can mean separation between measured air par- 
cels of several hundred kilometers in a Lagrangian sense. How- 
ever, based on examination of data from numerous individual 

GASP flights, upper tropospheric aerosol particle concentrations 
typically do not vary significantly in the horizontal at a given al- 
titude over distances of many hundreds of kilometers, provided 
this region does not span an obvious meteorological feature such 
as a sloping tropopause or a jet stream axis. By carefully exam- 
ining the circumstances when one or more GASP flights crossed 
in the vicinity of a balloon launch, we found four cases with good 
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reason to believe the aerosol sampled by the balloon-borne in- 
struments and the GASP instruments was similar. For two of 

these cases, CN data are available both from the balloon instru- 

ment package and the aircraft instrument packages. 
Figure 4 shows a vertical profile of CN concentrations derived 

from two different GASP aircraft, one passing near Laramie twice 
during the day, on June 13, 1978, and from a dawn balloon 
launch on the same day. (Note that data plotted are concentrations 
per unit volume of ambient air in contrast to later figures in which 
concentrations per unit mass of air are plotted.) The balloon in- 
strument data are averaged over 500 m altitude intervals (-100 s 
of rise) corresponding to a sample volume of-1.66 L. Each 
GASP reading is an average over 16 s (- 4 km) of horizontal 
flight corresponding to a sample volume of-1.33 L. Thus each 
point is based on counts of 105 or more particles, in the case of 
the Wyoming instrument, and extinction of light by a cloud con- 
taining-100 cm-3 droplets in the GASP CN counter. These are 
conditions in which both instruments can yield statistically stable 
readings [Hogan, 1966]. There are multiple GASP CN readings at 
each level, corresponding to the period when an aircraft was 
within 5 ø latitude/l'ongitude of Laramie on one of its passes near 
the city at that level (up to eight readings were obtained within 5 ø 
of Laramie on each pass depending on the aircraft trajectory). The 
two aircraft passed near Laramie from 6 hours before until 12 
hours after the balloon launch. On one pass, one aircraft changed 
altitude near Laramie, yielding points over a range of altitudes. 
Meteorologically, there was a broad upper level ridge over the re- 
gion on June 13, 1978. Surface observations indicated scattered 
isolated convective clouds later in the day; upper level winds 
were light and the ridge moved only slightly during the day, giv- 
ing a reasonable expectation that the balloon and aircraft instru- 
ments sampled aerosol with similar properties. 

It can be seen in Figure 4 that within the GASP observations 
on this day, there are increasing numbers of observations and in- 
creasing variability as altitude increases, over the altitude range 
sampled. The balloon CN concentrations are at least a factor of 3 
and up to a factor of 6 higher than the median GASP CN concen- 
trations at any level. 

Another comparison on August 4, 1978, involving one of the 
same aircraft involved in the intercomparison shown in Figure 4, 
also indicated a factor of 5 to 6 higher CN concentration meas- 
ured by the balloon instrument compared to the GASP instru- 
ment. The aircraft passed near Laramie -6 hours after the balloon 
launch on this day. The bias between the GASP and Wyoming 
CN counters is consistent for two different GASP counters, and 
for one of those counters on two days separated by almost 2 
months. 

These limited intercomparisons suggest a distinct bias between 
the GASP CN counters and the Wyoming CN counters, with the 
GASP counters reporting concentrations significantly lower than 
the Wyoming counters. This bias is consistent with the difference 
between the center of the frequency distributions of GASP CN 
concentrations shown by Wozniak [1977], and of Wyoming CN 
observations shown by Holmann [1993] and Holmann et al. 
[1998]. Typical GASP CN concentrations are in the range from 
several tens to a couple of hundreds per cubic centimeter, while 
typical upper tropospheric/lower stratospheric Wyoming CN con- 
centrations range from a few hundreds to many hundreds per cu- 
bic centimeter. This is despite the fact that the intercomparisons 
reported by Cadle et al. [1975] would lead one to expect reason- 
able agreement. Inlet losses, as discussed by Huebert et al. 
[1990], were not evaluated by GASP researchers. Such losses are 

estimated to be no larger than of the order of 10% for submicro- 
meter aerosol particles and cannot explain the discrepancy be- 
tween GASP and Wyoming CN observations. Concentrations are 
high enough that statistical counting noise [Hogan, 1966] cannot 
explain the disparity, either. In order to find plausible physical 
reasons for this discrepancy, a survey of other upper tropospheric 
CN measurements was conducted. 

4.2 Comparison to Other Upper Tropospheric 
Aerosol Measurements 

Other sources of in situ upper tropospheric CN data from the 
late 1970s include Hogan and Mobhen [ 1979], Hogan [ 1981], 
and Hogan [1986]. Hogan and Mobhen [1979] underflew a 
GASP aircraft on a second aircraft in the middle troposphere. 
Their aircraft was equipped with a modified Pollak CN counter 
(an expansion counter condensing water, of the same design as 
the counters used to calibrate the GASP CN cm•ntarq in the labo- 

ratory [see Hogan, 1986]). The sample stream on this aircraft 
came from the compressor bleed air from the turboprop engines. 
Observations were obtained in clear air. The concentrations re- 

ported from the two aircraft near the same location but at different 
altitudes were in general agreement, showing a gradual decrease 
with height similar to that observed in typical Wyoming vertical 
CN profiles. Concentration magnitudes reported from both air- 
craft, though, were similar to the GASP CN concentrations shown 
in Figure 4, again much lower than typical concentration values 
from the Wyoming CN instrument. Hogan [1981] and Hogan 
[1986] report middle and upper tropospheric CN concentrations 
(also derived with Pollak-type counters) in remote regions of the 
clear middle troposphere in the range from many tens to several 
hundreds per cubic centimeter, generally consistent with the range 
of concentrations within the GASP data set (described more fully, 
below). 

Beginning in the late 1970s and continuing through the 1980s 
the dominant technology in airborne CN counters changed from 
expansion-type cloud chamber counters condensing water to 
thermal diffusion chamber counters condensing organic vapors, 
like those used in the Wyoming balloon sounding program and 
those manufactured by Thermal Systems, Incorporated (TSI) of 
Minneapolis. The TSI CN counters are diffusion chamber systems 
similar in principle to the Wyoming counters, but usually butanol 
is used as a condensing fluid in the TSI counters in contrast to the 
ethylene glycol used in the Wyoming counters. A survey of se- 
lected recent CN measurements in the middle and upper tropo- 
sphere obtained with these diffusion chamber counters [e.g., 
Clarke, 1993; Bodhaine, 1996; Schroder and Strom, 1997; Ridley 
et al., 1997; Anderson et al., 1998a, b; Paladino et al., 1998; Mi- 
ake-Lye et al., 1998; Hagen et al., 1998] shows that in situations 
where the sampling includes only those particles that are pre- 
dominantly non volatile and larger than -0.02 gm diameter, the 
diffusion chamber counters yield concentrations in the same range 
as those observed during GASP. When sampling with diffusion 
chamber instruments like the TSI 3760 CN counter is done at am- 

bient pressure and with only modest increases in temperature as 
the sample flows through the sampling instrument, reported CN 
concentrations are similar to those obtained with the Rosen CN 

counter on the Wyoming balloon launches, and a factor of 3 to 6 
greater than typical GASP CN concentrations. 

4.3 Summary of Data Quality Issues 

We suggest that disagreement between the contemporaneous 
GASP and Wyoming CN measurements in 1978 may be due to 
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loss of some fraction of the ambient CN during compression in 
the GASP system, or to differences in response to volatile or 
semivolatile CN between water-based expansion-cooling count- 
ers, and organic-fluid-based diffusion chamber instruments. The 
losses of particles greater than 0.02 •m diameter in the GASP 
system must have been due to processes other than diffusive 
losses to walls of the sampling system; these diffusive losses were 
shown to have been small by Nyland [1979]. Periodic laboratory 
calibrations of the GASP CN counters during GASP, comparisons 
between two operational GASP counters sampling in the same re- 
gion on the same day, and comparisons of the same GASP in- 
strument to the Wyoming instrument on two separate days sug- 
gest that the GASP CN data are internally consistent and that 

relative variations between regions and seasons, and between 
stratosphere and troposphere, as seen in the GASP data set, are 
reliable. 

5. Results 

Figure 5 shows the vertical variation of CN number mixing 
ratio for selected regions. Data were aggregated in 1 km altitude 
blocks relative to the tropopause height, by region and by season. 
Altitude relative to the tropopause was chosen for this presenta- 
tion, as the distribution of CN mixing ratio in the vertical is ob- 
served to be nearly constant or slightly decreasing with altitude in 
the troposphere, and more strongly decreasing with altitude in the 
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stratosphere, in all regions and seasons. As the tropopause height 
itself varies with the state of the atmosphere and the season, the 
pattern of variation of mixing ratios, versus altitude above the 
ground, is less consistent (not shown). At each altitude relative to 
the tropopause, seasonal medians are plotted when more than five 
observations are available in that altitude block in a season. Hori- 

zontal bars within each altitude block span the range from the 
10th to the 90th percentile of all of the observations at that level. 
The number of points used to determine the median at an altitude 
within a region and a season varied from 5 to hundreds, as shown 
in Table 2. Relatively smaller numbers of observations were 
available in the western Pacific, southeast Asian, and European 
regions. From tens to hundreds of observations at altitudes near 
the tropopause were often available within a season for the re- 
maining regions. Mixing ratio, the ratio of the number of particles 
to the mass of a unit volume of air in which they are contained, is 
used in the analysis in order to eliminate changes with altitude in 
analyzed CN abundance due to expansion and compression of air 
parcels during vertical mixing. (At the 9 km msl level in the In- 
ternational Civil Aviation Organization (ICAO) standard atmos- 
phere, corresponding to a pressure of 307 hPa, a mixing ratio of 
108 CN kg-1 corresponds to a concentration of 47 CN cm-3.) 
Typical tropospheric clear air mixing ratios fall in the range of 
108 to 109 CN kg-1 in the GASP data set. Within the upper tro- 
posphere, the medians and ranges of CN mixing ratios vary little 
with height, within a given region and season. Near the tropo- 
pause the scatter of the points generally diminishes and the me- 
dian mixing ratios begin to decrease with increasing altitude. 
Concentrations in the lowest 2 km of the stratosphere are gener- 
ally slightly less than 108 CN kg-1. This vertical distribution pat- 
tern suggests that CN are predominantly generated at the surface 
or in the troposphere and are relatively well mixed vertically 
through the clear troposphere, and that the troposphere is gener- 
ally a source of CN for the stratosphere. Highest tropospheric 
concentrations are found in the southeast Asia, North Atlantic, 

and Europe regions. No clear variation with region or season is 
evident in the available stratospheric data. 

Regions nearer the tropics (southeast Asia, western Pacific 
Ocean, and Hawaii) have a less distinct transition to lower values 
that occurs further below the tropopause than in the other regions. 
A similar discrepancy between a chemically defined tropopause 
and a thermodynamically defined one near Samoa has been de- 
scribed by Folkins et al. [1999]. The tropical tropopause is deter- 
mined by the deepest convection globally (typically in the tropi- 
cal western Pacific), and in other tropical regions, convection of- 
ten does not reach this tropopause height. It might be inferred that 
the vertical distribution of CN is strongly affected by the vertical 
extent of local convective mixing in a region. There are few 
stratospheric data points in tropical regions, and the data are not 
sufficient to define typical lower stratospheric mixing ratios in the 
tropics. 

The same medians are plotted in Figure 6, for each region, for 
each of the four seasons. The points representing the medians 
from each region at a given level are offset slightly in the vertical 
to make them more readily discernible. The bars through each 
point represent the range from the 10th to the 90th percentile in 
the distribution of mixing ratios in that region and season at that 
level. It can be seen that in the spring, at tropospheric levels 
within a few kilometers of the tropopause, the range of observed 
CN mixing ratios from the North Atlantic and Europe tends to be 
larger than for other regions, and generally displaced to higher 
values than for other regions or the Northern Hemisphere as a 

whole. These same regions tend to have higher values in summer 
and fall, as does southeast Asia. In winter the ranges at different 
levels from the different regions tend to overlap more closely. 

Because comparisons of this sort can be difficult to present 
when data are plotted on a log scale, the vertical variations of me- 
dian CN mixing ratios in the different regions are compared in 
Figure 7 as ratios to the overall Northern Hemisphere medians at 
the same altitude using a linear scale. Data are plotted where there 
are five or more regional readings at a given altitude in a given 
season. Table 2 shows the number of observations available at 

each level in each region and season. The number of data points 
from which a median was determined at a given altitude in a 
given season tended to be small, between five and ten, in the 
western Pacific, southeast Asian, and European regions. From 
tens to hundreds of observations at altitudes near the tropopause 
were often available in a given altitude block within a season for 
the remaining regions. Relatively fewer observations were avail- 
able in most regions as distances from the tropopause increased. 
The spring season in general had the smallest number of observa- 
tions. 

Most of the Northern Hemisphere observations are from the 
North American region, so there is little distinction in most of the 
seasons between the medians of the Northern Hemisphere, North 
American, and United States groupings. One exception is the 
relatively higher CN mixing ratios in the winter season over the 
United States, near and above the tropopause, compared to the 
overall Northern Hemisphere medians. The largest enhancements 
observed for any region in our study are the enhancements from 
1 to 4.5 km below the tropopause over the North Atlantic in fall 
and winter. 

In almost all seasons where sufficient cloud-free data are 

available, and at altitudes just below the tropopause, Europe and 
North Atlantic medians exceed the Northern Hemisphere medi- 
ans. An exception to this pattern is Europe in the winter, when 
medians were similar to the overall Northern Hemisphere medi- 
aDs. 

Regions over the Pacific are generally cleaner than the North- 
ern Hemisphere as a whole. Exceptions to this pattern are mixing 
ratios somewhat exceeding the Northern Hemisphere medians just 
below the tropopause in winter in the northern Pacific regions, 
and well below the tropopause in the southeast Asia region in 
summer. 

6. Discussion 

Regional variations of CN at flight altitudes do not correlate 
closely with regional patterns of aircraft fuel consumption shown 
in Figure 1. The North Atlantic region, for instance, has generally 
higher median CN mixing ratios than the North America region at 
altitudes just below the tropopause, but lower regional fuel con- 
sumption. 

The vertical distribution of CN does not correlate well with 

vertical distribution of fuel burn, either. Figure 5 suggests that CN 
are well mixed vertically in the cloud-free troposphere, with me- 
dian number mixing ratios varying little with altitude in the mid- 
dle and upper troposphere, and in some seasons and regions even 
beginning to decline with increasing altitude in layers a few kilo- 
meters below the tropopause. In contrast, aircraft fuel consump- 
tion is predominantly in the upper troposphere and lower strato- 
sphere, within a few kilometers of the tropopause. 

We discuss below some hypotheses for this lack of correlation. 
These include horizontal transport and mixing with the prevailing 
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atmospheric circulation patterns as the CN mix vertically, the fact 
that globally the most important source of CN is fossil fuel com- 
bustion, and fuel combustion by aircraft represents only -2% of 
total fossil fuel combustion, and finally, the possibility that the 
GASP CN counters were not sensitive to some component of the 
aircraft-produced CN. 

Figures 6 and 7 suggest some seasonal variability in the ratios 
of regional medians to overall Northern Hemispheric medians. 
While we have not been able to do a comprehensive meteorologi- 
cal analysis for the complete period over which the GASP CN ob- 
servations were obtained, it seems probable that variations in 
hemispheric atmospheric flow regimes, as well as low sample 
numbers in some altitude blocks within some regions, are impor- 
tant contributors to this variability. 

Ferry et al. [1999] described aerosol sampling in a ma•jor 
flight corridor over the North Atlantic and showed an example in 
which aerosol particle concentrations are higher and the particles 
more volatile in an altitude range in which there is heavy air traf- 
fic, compared to lower altitudes. They show that 73% of the parti- 
cles in the layer containing aircraft emissions were volatile at 
120øC. While the GASP sampling system pressurizes the sample 
only to cabin pressure (roughly 850 hPa) and temperature 
(roughly 20øC), it is possible some loss of volatile particles oc- 
curs in the sampling system. We suggest that such a loss may ex- 
plain the disparity between the Wyoming and GASP CN meas- 
urements in the same air mass. If this is true, then perhaps the 
vertical profiles shown in Figure 5 represent only relatively in- 
volatile particles and a set of instruments sensitive to smaller and 
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more volatile particles preferentially emitted by aircraft engines 
would yield vertical profiles with different characteristics. 

The relatively constant CN number mixing ratio in clear air 
within the middle and upper troposphere at all levels suggests 
relatively efficient mixing of CN emitted at the surface, the domi- 
nant global source of CN, vertically throughout the troposphere. 
It is noteworthy that the regions with generally the highest CN 
mixing ratios in the GASP upper tropospheric observations are 
southeast Asia, North Atlantic, and Europe. Each of these regions 
is downwind, in the sense of the prevailing winds in the middle 
and upper troposphere, of major industrial regions with relatively 
higher CN emissions at the surface. Southeast Asia and Europe 
are themselves regions with high surface emissions. Aircraft and 
surface emissions can lead to higher concentrations at upper lev- 
els in downwind regions as well as over the regions where the 
emissions occurred. While the surface emissions are being carried 
downwind, they are mixing vertically through the troposphere. 
Upward and downwind transport is one factor that may explain 
how relatively higher emissions, both at the surface and over the 
United States, can lead to higher observed CN mixing ratios in 
the upper troposphere over the North Atlantic (a region with neg- 
ligible surface CN emissions) compared to over the United States 
itself. 

These observations can be compared to the estimates, pre- 
sented by Kellogg [1978] of the global geographic distribution of 
lower tropospheric aerosol in the early to mid 1970s, and to esti- 
mates by Cooke et al. [1999] of emissions of fine carbon particles 
by combustion processes. Kellogg's estimates were based on 
mean wind patterns and the assumption that lower tropospheric 
aerosol concentration was proportional to the gross national prod- 
ucts of countries in a region. Cooke et al. [1999] used more quan- 
titative fossil fuel consumption data. The surface patterns of Kel- 
logg [1978] and Cooke et al. [1999] are quite consistent with 
those found in the GASP CN data if one allows for slightly more 
downstream advection in the case of the upper tropospheric/lower 
stratospheric aerosol than in the case of the boundary layer aero- 
sol. 

These observations also are consistent with the more limited 

and more recent observations of upper tropospheric aerosol re- 
ported by Dibb et al. [1998]. They reported higher sulfate con- 
centrations over the central United States compared to the eastern 
Pacific at altitudes below 10 km, but little gradient in sulfate 
mixing ratios at higher altitudes. At altitudes near and above the 
tropopause, the relationship between source regions and ambient 
aerosol mixing ratios can be offset great distances in space due to 
the horizontal movement of surface emissions during the time 
they are mixing from source regions at the surface vertically 
through the troposphere. 

7. Conclusions 

Worldwide measurements of upper tropospheric/lower strato- 
spheric CN mixing ratios were obtained along commercial aircraft 
routes from October 1977 through June 1979, during GASP. 
Comparison of these observations to other CN observations in 
that era suggests that the GASP expansion-type CN counters re- 
sponded to fewer CN than the thermal diffusion chamber-based 
counters flown as part of the University of Wyoming balloon- 
borne instrument packages used to survey tropospheric and 
stratospheric aerosols and gases. The portions of the GASP ob- 
servations in clear air show relatively little variation in median 
mixing ratios in the vertical within the middle and upper tropo- 
sphere. Mixing ratios decrease with height in the stratosphere, and 
even in the upper troposphere in some regions and seasons. Me- 

dian mixing ratios varied between 10s and 109 CN kg-1 in the tro- 
posphere, and are near and below 10s CN kg-1 in the lower strato- 
sphere. The highest mixing ratios in the upper troposphere were 
observed in the southeast Asia, North Atlantic, and Europe re- 
gions, as defined in the Baughcum et al. [1996a] aircraft fuel con- 
sumption and emission inventories. 

The lack of a strong vertical gradient in CN mixing ratios in 
clear air within the troposphere suggests that both surface and air- 
craft emissions generally are well mixed in the vertical in clear 
regions. With the assumption that most anthropogenic CN origi- 
nate in processes involving fossil fuel combustion, our observa- 
tions are consistent with the idea that aircraft contributions to 

global anthropogenic tropospheric CN were in proportion to the 
ratio of aircraft fuel consumption to total fossil fuel combustion, 
or of the order of 2%, during the late 1970s. Regional enhance- 
ments of up to a factor of 3.4 compared to median Northern 
Hemisphere CN concentrations in the upper troposphere and 
lower stratosphere were observed, but variations in regional me- 
dian CN concentrations did not correlate consistently with re- 
gional fuel usage ratios. The regions with highest median mixing 
ratios generally were also the regions with highest surface and/or 
aircraft sources, or were just downwind of such high emission re- 
gions. 
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Supercooling of type 1 polar stratospheric clouds: 
The freezing of submicron nitric acid aerosols 
having HNO3 mol fractions less than 0.5 

A. K. Bertram, D. B. Dickens, and J. J. Sloan 
Department of Chemistry, University of Waterloo, Waterloo, Ontario, Canada 

Abstract. We report the freezing temperatures for nitric acid/water aerosol particles having radii 
about 0.2 gm and concentrations in the range 0.24 < xHNO3 < 0.46 (xHNO3 = nitric acid mol 
fraction). The aerosols supercool by up to 85 K. The droplets having xHNO3 = 0.33 have the 
highest freezing point in this concentration range; they supercool by 60 K and produce nitric acid 
di•ycl•ate (NAD) upon freezing. We describe a simplified principal components analysis that 
improves the detection of the freezing point and allows the identification of the solid that 
precipitates upon freezing. This procedure shows that for the temperature range and experimental 
conditions explored, only NAD precipitates in the concentration range 0.33 < xHNO3 < 0.42 and 
both NAD and nitric acid trihydrate (NAT) precipitate for the range 0.24 < xHNO• < 0.33. The 
temperature dependences of our measured freezing points correlate strongly with NAD saturation 
ratios, but have no relationship with NAT supersaturation at any concentration. Thus NAD 
nucleates preferentially from supercooled aerosols in this composition range, probably because of 
kinetic constraints on the nucleation of NAT. We conclude that NAD nucleation is possible 
during rapid cooling events in the polar stratosphere, if temperatures lower than 185 K are 
reached. During the freezing of stratospheric aerosol droplets in this concentration range, it seems 
likely that NAD nucleates first, thereby providing a surface on which NAT may crystallize. 

1. Introduction 

It is generally believed that polar stratospheric clouds (PSCs) balloon-borne sondes [Larsen et al., 1997]. Despite a large body 
are composed of temary mixtures of H2SO4, HNO3, and H20 and of observational and laboratory data, however, the phases of PSC 
that the ratios of these components may vary considerably particles under a given set of stratospheric conditions cannot yet 
depending on the ambient stratospheric conditions. At be predicted a priori [Peter, 1997]. Kinetic barriers to nucleation 
temperatures well above the ice frost point, the particles are and crystal growth may cause both the compositions and phases 
believed to be composed of sulfuric acid and water with only a to deviate substantially from thermodynamic equilibrium, so in 
small amount of nitric acid. When the temperature approaches 
the ice frost point, however, a considerable amount of nitric acid 
and water vapor condenses on the sulfate aerosol, and the fraction 
of H2804 in the temary particle becomes very small [Molina et 
al., 1993]. Field measurements [Beyerle et al., 1997] and 
equilibrium models [Carslaw et al., 1994; Tabazadeh et al., 
1994] suggest that more than 90% of the gas phase HNO3 
condenses at temperatures close to the frost point, forming 
particles in which the H2SO4 component can be less than 5 wt %. 

many cases of stratospheric interest, the particles may be in a 
metastable form. The phases of PSC particles govern their 
effectiveness in chlorine activation [Ravishankara and Hanson, 
1996] so it is important to determine the conditions under which 
phase changes occur. 

We have undertaken a series of laboratory measurements to 
determine the freezing behavior of nitric acid aerosols having a 
range of compositions that might be found in the polar 
stratospheric regions. In two previous publications we reported 

This condensation process is most pronounced at the the fleezing of 2:1 H20:HNO3 molar ratio aerosol droplets to 
extremely low temperatures found in mountain lee waves, where nitric acid dihydrate (NAD) [Bertram and Sloan, 1998a] and 3:1 
very large increases in PSC volume have been observed [Deshler aerosol droplets to nitric acid trihydrate (NAT) [Bertram and 
et al., 1994]. These orographically induced temperature Sloan, 1998b]. In that previous work we reported both the 
decreases also can be so rapid that they cause diffusional freezing temperature for the aerosol droplets and the temperature- 
disequilibrium, further enhancing the HNO3 concentrations in dependent nucleation rate constants for the hydrates. The purpose 
smaller particles and decreasing the H2SO4 fraction until it of the present paper is to extend our measurements to cover nitric 
approaches 0.01 wt % [Meilinger et al., 1995; Tsias et al., 1997]. acid mol fractions between 0.25 and 0.5. For this composition 
Under these extreme conditions it seems likely that PSCs consist range we will report the temperature for the onset of freezing, and 
of near-binary HNO•/H20 particles. additionally we will identify directly the crystalline hydrate that 

Both solid and liquid PSC particles have been detected in the precipitates first. In many cases this is different from the 
stratosphere by lidar [Browell et al., 1990; Toon et al., 1990] and corresponding results predicted by the bulk phase diagram. 

Copyright 2000 by the American Geophysical Union. 
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2. Measurements 

The measurement is designed to determine the temperature at 
which crystalline material nucleates in micron-sized droplets of 
aqueous nitric acid having compositions relevant to those of type 
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1 PSCs. The techniques and apparatus have been described 
previously [Bertram and Sloan, 1998a, b]. The experiments wer• 
carried out in a temperature-programmable flow tube consisting 
of three copper sections, thermally isolated from each other by 
thin-walled stainless steel bellows. Each section can be 

independently cooled to about 120 K. Temperature differences 
between adjacent sections can be as much as 100 K. The axial 
temperature profile is determined by 10 copper/constantan 
thermocouples fixed to the walls of the copper sections. Three 
are located in each of the first two sections, and four are in the 
third (observation) section. In separate experiments the detailed 
temperature structure of the tube was mapped using 
thermocouples mounted on movable stainless steel probes. These 
latter measurements showed the temperature of the gas relaxes 
rapidly to that of the wall on moving from one section to another. 
For the flow rates used in our experiments, about 4 standard liters 
per minute (slpm), complete equilibration occurs in 
approximately the first inch of the second and third copper 
sections (vide infra). The residence times in the first two sections 
were 11 s, and in the last section it was 25 s. 

Vapor phase H20 and HNO3, mixed with nitrogen carrier gas, 
are admitted to the first section of the tube, which is held at 188 
K. These immediately condense to micron-sized liquid droplets; 
no solid nucleates at this temperature. The resulting aerosol 
flows through the second and third sections, which are 
programmed to lower temperatures. The IR spectra of the 
particles are recorded through windows located at the end of the 
third section, in order to detect the first appearance of crystalline 
material. The criteria for the identification of the crystalline 
features in the IR spectra will be discussed in detail in the Results 
section. 

The temperature programming required in the second and third 
sections depends on the material being observed and the 
information sought. For cases where the crystal growth rate is 
rapid, or if it is only necessary to detect the temperature at which 
crystals first appear in the droplet, then the temperature of the 
second section is held at 188 K, and the temperature of the third 
section is lowered slowly, resulting in a two-stage temperature 
profile along the tube. If it is necessary to ensure that the entire 
droplet freezes, and the crystal growth rate is slow at low 
temperatures, then a three-stage temperature profile is used. In 
this case, the temperature of the second section is lowered below 
188 K to induce nucleation, and the temperature of the third 
section is held at 188 K to ensure rapid crystallization of the 
droplets that nucleate in the second section. Both temperature 
programs were used in the work to be reported here. 

model of [Taleb et aL, 1996]. As a check on the accuracy of this 
procedure, we used it to determine the concentrations of 2:1 and 
3:1 aerosols that had been established using the spectroscopic 
methods outlined in our previous papers on NAD and NAT. Both 
methods gave concentrations that agreed within +/- 0.01 in terms 
of the nitric acid mol fraction. Freezing experiments were carried 
out covering the range of HNO3 mol fractions (xHNO3) from 0.24 
• xHNO3 • 0.46. , 

3. Results 

The freezing behavior of the nitric acid aerosol particles varies 
strongly with concentration. During the limited observation time 
available with our apparatus, some concentrations do not 
crystallize at all, while others crystallize completely. For those 
cases in which crystallization occurs, we wish to determine the 
temperature at which freezing begins and the identity of the 
hydrate that first precipitates. If possible, we also wish to 
determine the changes in the composition of the particles as they 
solidify. We have developed a spectral decomposition procedure 
based on a simplified form of principal component analysis to get 
this information. We describe this procedure first, then present 
the results. 

Accordin•g to the nitric acid phase diagram, only four phases 
can be present during the freezing of a particle in this 
concentration range: NAT, NAD, nitric acid monohydrate 
(NAM), and liquid. [Barton et al., 1993] have shown that NAM 
does not crystallize in submicron aerosols on a time scale of 
minutes, and our observations, presented below, confirm this. 
Consequently, for temperatures at and just below that at which 
the first solid appears, only NAD, NAT, and liquid can be 
present. We make the assumption that the spectrum of the 
aerosol droplets during freezing can be described as a linear 
combination of the spectra of these three components (the basis 
spectra). Within certain limits that we will discuss shortly, this 
assumption appears to be valid. We calculated the basis spectra 
of the hydrates using optical constants for NAT and NAD 
obtained from those provided by R. E. Miller et al. [see Niedziela 
et al., 1998]. As the basis spectrum of the liquid, we chose the 
spectrum of the liquid aerosol droplets, recorded just before the 
first appearance of any solid. 

Defining the system in this way permits us to represent the 
problem as a set of simultaneous linear equations with unknown 
coefficients. Such sets of equations can be solved using simple 
matrix algebra. The unknown coefficients, which give the 
amounts of each component in the droplet, are the matrix product 

The fleezing temperatures are very sensitive to the acid of the inverse of the array of basis spectra times the measured 
concentration in the aerosol droplets. For the present experiments spectrum. 
the concentrations were determined by revaporizing the particles The approximations involved in this treatment all relate to the 
after they left the flow tube and measuring the spectrum of the assumption that the basis spectra are invariant during the freezing 
vapor as it passed through a glass cell at the exit of the flow tube of the particle. The validity of this assumption depends on two 
using a second Fourier transform infrared (FTIR) spectrometer. things. For the spectra of the solids the changes in light scattering 
This procedure assumes that the vapor pressures of both HNO3 due to particle growth must be negligible. For the liquid 
and H20 are sufficiently low at the temperature of the flow tube spectrum the concentration changes due to the deposition of the 
that all the vapor entering the glass cell comes from revaporized hydrates must be negligible. We now explore the conditions 
aerosol, a condition that is met for all the experiments reported under which these assumptions are valid. 
here. Absolute concentrations were determined by recording The effect of the change in size of the solid particles can be 
spectra of HNO3 and H20 vapor in equilibrium with aqueous inferred from the spectra plotted in Figure 1. This shows Mie 
nitric acid solutions of known concentrations. The total pressures theory calculations, using the optical constants of [Niedziela et 
of nitrogen carrier gas in the calibration measurements were the al., 1998], of the spectra of NAD particles having lognormal size 
same as those in the experiment. The HNO3 and H20 partial distributions with a standard deviation of 1.6 and geometric radii 
pressures in the carrier gas were calculated using the equilibrium of 0.2 gm (top) and 0.02 gm (bottom). These radii bracket those 
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Figure 1. Mie theory calculations of the spectra of small NAD particles showing that the effects of scattering are 
not significant in the indicated size range. 

in our experiment, while the value of c• is typical for our xmNO3 = 0.46 (lowest, heavy line); 0.33 (middle, dashed line), 
conditions. The amplitudes have been normalized at the intense and 0.24 (top, thin line). The spectra were recorded just above 
peak near 1450 cm 4. In our analysis procedure we used only that the temperature at which the solid first appeared in the particle 
part of the spectrum between 1000 and 2000 cm 4, for which the and are normalized at the peak near 1300 cm 4. The 
change in scattering due to particle size causes a shift of 4% in concentrations bracket those used in the present work. For the 
the relative spectral amplitudes. Note that this small change concentration range 0.46 < xHNO3 < 0.33 the spectra are nearly 
comes from a change of 3 orders of magnitude in the particle identical; the intensity differences over the entire range shown are 
volume and hence the spectrum amplitude. In an experiment for less than 10%. When the mol ratio of H20 to mNO3 increases 
which the signal to noise ofthe larger crystals is just over 100, the above 2:1 (xHNO3 < 0.33), the intensity of the OH band near 
smaller ones are not detectable, so the maximum error introduced 3300 cm 4 increases significantly, while that of the nitrate bands 
by changes in light scattering during the deposition of the solid in between 1000 cm-' and 1500 cm-' does not. If this OH band be 
our experiment should be less than 4%. excluded by considering only the range from 1000 to 2000 cm 4, 

The effects of neglecting the changes in liquid concentration however, it is found that the maximum intensity difference is 
are illustrated in Figure 2. This shows spectra of liquids having 20% (at 1450 cm 4) and the average difference in spectral 

xHNO 3 

0.24 • 

0.33 

0.46 

.... I .... I .... I .... I .... I .... I .... 0' 500 1000 1500 2000 2500 3000 3500 4 00 

Frequency (cm 'l) 

Figure 2. Measured spectra of liquid aerosol droplets having radii of approximately 0.2 gm and indicated HNO3 
concentrations. The spectra between 1000 cm-' and 2000 cm -• are not strongly concentration-dependent. 
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intensities over this range is less than 5%. Limiting the spectral 
bandwidth to the range between 1000 and 2000 cm -• therefore 
provides a reasonable compromise between the conflicting 
requirements of adequate spectral bandwidth to detect the 
changes, and invariability of the liquid spectrum with 
composition. This range was used for the spectrum 
decomposition calculations. 

On the basis of the above argument we conclude that the 
decomposition procedure based on the spectral range from 1000 
to 2000 cm -• is valid for the composition range 0.46 < xHNO3 < 
0.24. The largest error is introduced by the changes in the liquid 
spectrum during freezing of the more dilute aerosols and within 
the errors quoted above, this procedure can determine the 
composition of the nonstoichiometric aerosol particles during the 
entire freezing process from liquid to solid. Note that as the 
amount of liquid becomes smaller and hence its composition 
differs more from that of the original liquid, its contribution to the 
infrared signal will diminish as well, often becoming less than the 
noise before the particle has completely frozen. 

The above argument notwithstanding, we will not attempt to 
report the composition during the entire freezing process, but only 
to detect the first appearance of solid in the droplet and to 
determination its identity (NAD or NAT). When used only for 
these purposes, the change in concentration of the liquid is 
negligible, so the variation shown in Figure 2 is not relevant. 
This procedure is used to determine the freezing temperatures 
reported in the following sections. For this purpose, the onset of 
freezing is defined to be the temperature at which the fraction of 
liquid in the droplet decreases below 0.95 for the indicated 
concentration. Note that this differs from the procedure used in 
our previous papers on the freezing of NAT and NAD, where we 
reported the freezing point as the temperature of the first 
spectrum after the point where the difference between certain 
bands in successive spectra changes from zero (see Bertram and 
Sloan [1998a, b] for details). We believe that the present method 
in principle should be a more sensitive way to detect the freezing 
point since it uses a larger part of the spectrum. 

3.1. Concentration Range: 0.46_> xHNO3_> 0.42 

Spectra of aerosols in this composition range were recorded 
over the temperature range from 186 K to 156 K using both two- 
stage and three-stage temperature profiles. In both cases the 
spectra over the entire temperature range were those of either 
liquid or amorphous nitric acid; no crystallization could be 
detected. (Note that the liquid and amorphous spectra are so 
similar that we cannot distinguish between them.) Freezing of the 
bulk liquid in this concentration range produces NAM. 
Comparison of the observed aerosol spectra with that of NAM, 
however, showed no evidence that it is formed in the aerosol. 
Virtually identical spectra to ours have been observed previously 
in this temperature range for HNO3 aerosols [Barton et al., 1993] 
and thin films [Koehler et al., 1992]. We conclude therefore that 
the homogeneous nucleation for this composition range is too 
slow to be observed in our experiment, even at a temperatures of 
156 K, which represents supercooling of more than 80 K. We 
identify nucleation as the rate-limiting process rather than crystal 
growth because the same result was observed using a three-stage 
temperature profile. Two stage temperature profiles were used 
for the measurements in the more dilute concentration ranges, 
which will be reported in the next two sections. Several of these 
were also checked using three stage profiles. Within the error 
bars (see Discussion and Figure 5 below) the two methods gave 
the same temperature for the appearance of the first solid (onset 
of freezing). 

3.2. Concentration Range: 0.42_> xHNO3_> 0.33 

The temperatures for the onset of freezing (as defined above) 
vary from about 174 K to 183 K, depending on concentration. 
Figure 3 shows a series of spectra for aerosols having xHNO3 = 
0.38 in the temperature range between 169 K and 186 K. The 
spectra are approximately constant for temperatures above and 
below this range, but they begin to change rapidly as the 
temperature decreases below about 178 K, due to the precipitation 
of a crystalline solid. We used the spectral decomposition 

Temperature (K) 
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500 1000 1500 2000 2500 3000 3500 4000 4500 
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Figure 3. Temperature dependence of aerosol spectra for xHNO3 = 0.38. 
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droplets with mol fractions between 0.42 and 0.33 gave negligible 
NAT coefficients throughout the entire temperature range. We 
conclude that in this concentration range, NAD is the only 
crystalline hydrate that precipitates on freezing. At temperatures 
substantially below the freezing point, growth of NAD crystals 
slows due to increasing liquid viscosity. 

3.3. Concentration Range: 0.33 > xHNO3_> 0.25 

NAD was the first and also the predominant hydrate that 
precipitated for most of this concentration range, but NAT also 
appeared as a minor component, which became predominant in 
the immediate vicinity of xHNO3 = 0.25. The coefficients for the 
case xHNO3 - 0.26 are shown in Figure 4b. The contribution 
from NAT is small near the freezing point, but rises to about 10% 
at low temperatures. The freezing temperature at this 
concentration is low, and approximately equal to that of the 
higher concentration shown in Figure 4a. The freezing 
temperature reaches a maximum between these compositions, 
near xHNO3 = 0.33 and drops thereafter as the composition 
approaches 0.25. 

Since NAT is the more stable hydrate at these temperatures, it 
might be expected that NAT would constitute a large fraction of 
the solid phase as the liquid composition approaches 3'1 
H20:HNO3. The fact that the metastable NAD is formed in 

preference to NAT (using two-stage temperature profiles) 
indicates differences in the kinetics of nucleation. The former 

must have a lower barrier to nucleation than the latter. 

Temperature (K) 4. Discussion 

Figure 4. Composition of aerosol droplets during freezing for The freezing point results are summarized in Figure 5. The 
initial xHNO3 = (a) 0.38 and (b) 0.26. Two-stage temperature top part of the figure shows the equilibrium phase diagram of the 
profiles were used in both of these measurements. HNO3 - H20 system [Ji et al., 1996]. The experimentally 

determined aerosol freezing temperatures are shown in the lower 
panel. Note the break in the temperature axis. The circular points 
are the aerosol freezing temperatures determined in the series of 

procedure with these spectra to identify the temperature where the experiments described above, using the spectral decomposition 
first solid appears, and also to identify this solid. The liquid basis procedure. The solid curve is a nonlinear least squares fit to these 
spectrum used for the analysis at xHNO3 = 0.38 was the top one points. The estimated errors in the individual 
in Figure 3 (recorded at 186 K). The NAD and NAT basis composition/temperature determinations are indicated by the error 
spectra were computed from the optical constants of R. E. Miller bars on the point for xHNO3 - 0.32; these provide a guide to the 
et al. (vide supra) using a temperature of 160 K and a lognormal uncertainty in the measurements carried out in this series of 
size distribution with rg = 0.2 gm and cy - 1.6. These parameters experiments. 
gave the best fits to the NAD and NAT spectra recorded in The two square points are the freezing temperatures 
experiments on the freezing of droplets with 2:1 and 3:1 determined for the xHNO3 = 0.25 and 0.33 aerosols reported in 
stoichiometry under the same experimental conditions. (We our two previous papers on NAT and NAD [Bertram and Sloan, 
comment in the Discussion on the uncertainties in rg and cy 1998a, b]. These are lower than the present measurements by 
stemming from the lack of uniqueness in these fits.) about 3 K. Although part of this difference might be attributable 

The coefficients derived from the spectral decomposition for to the temperature uncertainty of our measurement, + 1.6 K, we 
xHNO3 = 0.38 are shown in Figure 4a as percentage attribute it mainly to differences in the particle sizes stemming 
compositions. The temperature at which the liquid component from changes we made to the methods used for the two series of 
drops below 95%, the freezing point, is 177 + 1.6 K in this case. experiments. Diffusion of H20 to the flow tube walls is a source 
The error is from the uncertainty in the temperature measurement. of difficulty for experiments of this kind because it leads to 
The coefficients in Figure 4a show that crystalline NAD is the instability in the aerosol concentration. To prevent this, we 
first solid formed on freezing for this concentration. The increased the flow rates for the present experiments by about a 
coefficient for the NAT contribution (triangles) remains at zero factor of 2, from 2.5 slpm to about 4 slpm, and increased the 
within the estimated error of + 5% for the entire temperature water vapour flow to compensate for this change. This appears to 
range. The NAT coefficient becomes slightly negative at lower have both decreased the average particle size and i.ncreased the 
temperatures, indicating that the basis spectra change slightly at width of the size distribution, with the result that there were some 
these low temperatures. All of the experiments on aerosol larger particles in the present experiments. We have not 
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Figure 5. Kinetic phase diagram showing freezing temperatures of nitric acid aerosols compared to bulk behavior. 
The larger barrier to NAT nucleation is evident from the lower freezing temperatures near xHNO3 = 0.25. 

quantified the change in the size distribution accurately due to the 
nonuniqueness of the size distributions obtained from the Mie 
calculations, to which we referred in our previous work [Bertram 
and $1oan, 1998b]. In classical nucleation theory, however, the 
nucleation rate constant is proportional to the exponential of the 
cube of the radius, so the nucleation rate is a sensitive function of 
particle size. In an experiment such as ours, this has the result 
that the nucleation and freezing of the larger particles is detected 
by the spectral decomposition procedure at a higher temperature, 
leading to an upward shirr in the freezing curve. The size 
sensitivity of the nucleation rate effects the temperatures at which 
different aerosol size distributions freeze, both in laboratory and 
in the stratosphere, so measured freezing temperatures are 
expected to vary among different experiments. Since the present 
experiments were all carried out using the same procedure, the 
relative temperatures at which the different concentrations freeze 
are accurate to within the errors quoted above, and are the 
significant result that we wish to discuss below. 

Clearly, there is a large difference between the bulk solid- 
liquid equilibrium curves and the freezing curve of the aerosol. 
The latter curves are between 60 and 85 K lower than the bulk 

equilibrium curves. More importantly, the shapes of these curves 
are quite different. In the bulk equilibrium case the highest 

freezing temperature occurs for xHNO3 = 0.25, which freezes at 
approximately 11 K above the solution for which xHNO3 = 0.33. 
For the case of the aerosol, xHNO3 = 0.25 freezes about 10 K 
lower than xHNO3 = 0.33. This result is independent of the 
method used to detect the freezing and of the number of stages 
(two or three) in the temperature profile. These experiments 
allow us to conclude that the crystal growth rate is not responsible 
for the observed difference; it is due solely to the activation 
barrier to nucleation. 

The coefficients obtained in the spectral decomposition 
analysis give the identity of the solid components that first appear 
on freezing. In Figure 4 we showed that for xHNO3 = 0.38, NAD 
is the first solid that precipitates, whereas for xHNO3 = 0.26, both 
NAT and NAD appear. These results occur consistently in the 
respective composition ranges. Only NAD precipitates from 
droplets having xHNO3 > 0.33, whereas NAD and NAT both 
appear in the spectra from droplets having 0.25 < xHNO3 < 0.33. 
These identifications are indicated in the appropriate 
concentration ranges in the lower half of Figure 5. 

At temperatures below about 170 K the kinetic barrier to 
crystal growth becomes significant. We demonstrate the effect of 
this barrier in Figure 6, which shows the result of two separate 
freezing measurements on aerosols having xHNO3 - 0.25. In the 
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activity product of NAT reported by Carslaw et al., [1995], and 
the temperature-dependent activity product of NAD reported by 
Massucci et al., [1999]. The results of these calculations are 
shown in Figure 7. Clearly, there is a strong correlation between 
the observed freezing temperatures and the NAD saturation 
ratios. On freezing, the aerosols in our experiments were all 

(a) supersaturated with respect to NAD by about the same amount, 
by factors of 20 to 24. The NAT saturation ratios, however, do 
not correlate with the observed freezing temperatures and are at 
least twice as large for much of the concentration range. This is 
strong evidence that homogeneous nucleation of supercooled 
nitric acid aerosols produces NAD, rather than NAT for xHNO3 in 
the range from 0.25 to 0.42. 

On the basis of the above evidence we conclude that NAD is 

the first solid that nucleates from the aerosol having xHNO3 = 
0.25, despite the fact that at the observed freezing temperature, 
SN^T is approximately 60 whereas &^D is only 22. Thus the barrier 
to NAT nucleation must be substantially larger than that to NAD 
nucleation. A similar conclusion has been drawn previously from 
other experimental evidence [Barton et al., 1993; Bertram and 
Sloan, 1998b; Prenni et al., 1998; Worsnop et al., 1993]. If it is 
indeed the case that NAD always nucleates first in these aerosols, 
then the nucleation rate constant reported by Bertram and Sloan, 
[1998b] is that for NAD nucleation from xHNO3 = 0.25 and 
subsequent crystal growth of NAT on this nucleus, as shown in 
Figure 6b. It is important both for the physical chemistry of the 

172 nitric acid system and for the atmospheric implications that this 
point be resolved. 

Figure 6. Composition of aerosol droplets having xHNO3 = 0.25 5. Atmospheric Implications 
during freezing. (a) Droplet temperature is decreased 
monotonically. (b) Droplet temperature is reduced, then As mentioned in the introduction, liquid aerosol droplets in the 
increased to 188 K to enhance crystal growth. polar stratosphere can reach near-binary HNO.•-H20 

concentrations having sulfuric acid concentrations less than 5 wt 

190 - ß •srosol Froo2incd Temperatures 
top panel, only two temperature steps were used. The droplets -- caculat•osatumonmtios 
were formed at 188 K in the first section, the second section was 
also held at 188 K, and the temperature was reduced to the value SNA T 
shown on the x axis in the third section. Small amounts of both 

NAT and NAD are formed at very low temperatures, but no 
substantial crystallization of either occurs. In the lower panel a 

similar experiment was carried out with the exception that only •, 180 
the temperature in the second section was reduced, while the third • 
section was held at 188 K in order to facilitate the growth of • 
crystals nucleated in the second section. This procedure gives • 
NAT as the predominant component, as would be expected from • 
relative thermodynamic stabilities. In this case as well, the major • 
difference in the onset temperature between this and the previous • 2o 
work is likely due to differences in the particle size distribution. I-- • 70 22 

The fact that both NAT and NAD form in aerosols with 24 
xHNO3 ranging from 0.33 to 0.25 raises the question of which 
hydrate nucleates first. We examined this via calculations of the 
NAD and NAT saturation ratios in the liquid solutions. The 
saturation ratios of NAT and NAD, S•AT and S•, are defined as 

3 SN^T=(pHNO3)(pH20)/K•^T, (1) • 60 ..... 

SNAD--(p HN 03 )(i[9 H20 )2/K•^•,, (2) 

where pHNO3 and pH20 are the equilibrium vapor pressures of 
nitric acid and water over the liquid solutions and Ks^T and K• 
are equilibrium constants. These saturation ratios were calculated 
using the thermodynamic model and the temperature-dependent 

0.2 0.3 0.4 0.5 

Mole Fraction HNO 3 
Figure 7. NAD and NAT saturation ratios compared to freezing 
temperatures observed in the present experiments for the 
indicated droplet concentrations. 
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%. Koop et al., [1995] have demonstrated that these particles Carslaw, K.S., S.L.Clegg, and P.Brimblecombe, A thermodynamic model 
remain liquid until temperatures below the ice frost point are of the system HC1-HNO3-H2SO4-H20, including solubilities of HBr, •. 
reached. More recent theoretical work [Meilinger et al. 1995; Phys. Chem., 99, 11,557-11,574, 1995. ' Deshler, T., et al., Lifetime of leewave-induced ice particles in the Arctic 
Tsias et al., 1997] has suggested that during rapid temperature stratosphere; 1, Balloonborne observations, Geophys. Res. Lett., 21, 
fluctuations the sulfuric acid concentration in small liquid 1327-1330,1994. 
droplets may approach 0.01 wt % and that the nitric acid mol Ji, K., et al., The use of X-ray diffraction in support of calorimetry for the 
fractions may approach values of 0.24 to 0.28. As an example, characterization of some nitric acid hydrates possibly involved in the 

polar stratospheric clouds formation, Geophys. Res. Lett., 23, 981-984, 
we consider the freezing of 1% of a sample of 0.2 gm diameter 1996. 
particles during a rapid temperature fluctuation lasting 5 min. For Koehler, B.G., A.M. Middlebrook, and M.A. Tolbert, Characterization of 
this to occur, the homogeneous nucleation rate must be about model polar stratospheric cloud films using Fourier transform infrared 
109cm-3s -•. On the basis of the residence times and particle sizes spectroscopy and temperature programmed desorption, d Geophys. 
for the measurements shown in Figure 5, we can estimate that the Res., 97, 8065-8074, 1992. 

Koop, T., et al., Do stratospheric aerosol droplets freeze above the ice 
homogeneous nucleation rate constants in our experiments are frost point?, Geophys. Res. Lett.,22, 917-920, 1995. 
approximately 1-3x10•øcm-3s -•. These nucleation rate constants Larsen, N., et al., Temperature histories in liquid and solid polar 
are highly temperature-dependent. If we use the temperature 
dependence reported in our previous publications on NAD and 
NAT to extrapolate them to higher temperatures, we find that a 
nucleation rate of 109cm-3s 'l occurs between 170 and 185 K; that 
is, 1% of a sample of 0.2 gm diameter particles with 
concentrations in the range 0.24 < xHNO3 < 0.28 would nucleate 
in 5 min at these temperatures. These temperatures are lower 

stratospheric cloud formation, J. Geophys. Res., 102, 23,505-23,517, 
1997. 

Massucci, M., S.L. Clegg, and P. Brimblecombe, Equilibrium partial 
pressures, thermodynamic properties of aqueous and solid phases, and 
C12 production from aqueous Hcl and HNO3 and their mixtures, J.. 
Phys. Chem. A, 103, 4209-4226, 1999. 

Meilinger, S.K., et al., Size-dependent stratospheric droplet composition 
in lee wave temperature fluctuations and their potential role in PSC 
freezing, Geophys. Res. Lett., 22, 3031-3034, 1995. 

than those used by Meilinger et al. and Tsias et al. in their Molina, M.J., et al., Physical chemistry of the H2SO4/HNO3/H20 
modeling studies, and they suggest that very low temperatures system: implications for polar stratospheric clouds, Science, 261, 
would be required to nucleate NAD. 1418-1423, 1993. 

Niedziela, R.F., R.E. Miller, and D.R. Worsnop, Temperature- and 
frequency-dependent optical constants for nitric acid dihydrate from 
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Statistical characterization of air ion mobility spectra 
at Tahkuse Observatory: Classification of air ions 

U. H6rrak, J. Salm, and H. Tammet 
Institute of Environmental Physics, University of Tartu, Tartu, Estonia 

Abstract. A database of 8615 hourly averaged air ion mobility spectra in the range of 
0.00041-3.2 cm 2 V -• s -• was measured at Tahkuse Observatory, Estonia, during 14 months in 
1993-1994. The average mobility spectrum over the whole period shows distinct peaks of 
small and large ions. Intermediate ions with mobilities of 0.034-0.5 cm 2 V -• s -t are of low 
concentration of about 50 cm -3 in the average spectrum. They experience occasional bursts of 
up to about 900 cm -3 during 6-10 hours at daytime. The number of burst events recorded 
Um.lg 14 rnonths was I0 I, "';•' c• .............. •,,- and m•im,,m ,•,[,, maximum ,•,•,t ..... J 
winter. Physically, large and intermediate ions can be called aerosol ions, and small ions can 
be called cluster ions. The principal component analysis was applied to detect the structure of 
an air ion mobility spectrum. As a result, the mobility spectrum in the range of 0.00041-3.2 
cm 2 V -• s -t (diameters of 0.36-79 nm) was divided into five classes: small cluster, big cluster, 
intermediate, light large, and heavy large ions. The boundaries between the classes are 

2 I I 2 1 I 2 1 1 
1.3 cm V- s- (diameter of 0.85 rim), 0.5 cm V- s- (1.6 nm), 0.034 cm V- s- (7.4 nm), 

2 I 1 
and 0.0042 cm V- s- (22 nm). The five principal components that are closely correlated 
with the respective ion classes explain 92% of total variance. The classification of aerosol 
ions is in accord with the three-modal structure of the size spectrum of submicron aerosol 
particles. 

1. Introduction 

Measurements of the mobility spectra of natural air ions 
could be most generally characterized by the mobility range 
and resolution and by the frequency and duration of record- 
ings. In various papers, these characteristics have varied to a 
large extent, depending on particular goals and technical re- 
sources of the researchers. The spectrometer designed by 
Misaki [1961 a] has a high resolution of eight logarithmically 
divided fractions per decade of mobility. At first the spectra of 
small ions in the range of 0.2-3 cm 2 V -z s -z were measured at 
two different sites in Japan during a few days [Misaki, 
1961b]. Later the spectra of large ions in the range of 
0.00018-0.01 cm2V-•s-I (11 days) and in the range of 
0.000042-0.0024 cm 2 V -I s -z (3 days) were measured in the 
New Mexico semidesert in 1963 [Misaki, 1964]. Thereafter 
measurements in the wide range of 0.0001-3.2 cm2V -z s -• 
were carded out at three sites in Japan; the whole duration of 
the measurements was about 1 month [Misaki et al., 1972]. 
Kojima [1984] measured air ion mobility spectra in the range 
of 0.0085-0.24 cmZV -• s -•. Five series (7-10 days) of meas- 
urements were carded out at the campus of the Science Uni- 
versity of Tokyo in Noda during three seasons from summer 
1983 to spring 1984. Dhanorkar and Karnra [1991, 1993a] 
designed and built a mobility spectrometer with three meas- 
uring condensers that covers a range of 0.00023-3.4 
cmZ V -• s -•. They recorded 28 spectra (6 spectra a day) at 
Pune, India, in 1991 [Dhanorkar and Karnra, 1993a]. The 
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concentrations of small, intermediate, and large ions were re- 
corded at the same place during nearly 1 year in 1990-1991 
[Dhanorkar and Karnra, 1993b]. 

Owing to the complexity and large-scale variability of at- 
mospheric processes, episodic measurements are not suffi- 
cient to characterize the regularities of the mobility spectra of 
natural air ions. Long-term measurements of air ions in a wide 
range of mobility are necessary to draw statistically founded 
conclusions about the shape and variations of the mobility 
spectra for periods of different duration. 

The classification of air ions represents one essential prob- 
lem that can be studied by long-term measurements of air ion 
spectra. The classification has been established gradually 
[Israel, 1970; Flagan, 1998], but it has not been satisfactorily 
formulated until now. The concepts of small and large ions 
have a clear physical background [Tarnmet, 1995]. Problems 
arise when trying to specify the concept of intermediate ions 
and settle the mobility boundaries. The boundaries defined in 
atmospheric electricity textbooks are rather speculative con- 
ventions. One way of development is the statistical analysis of 
the air ion spectra measured in a wide mobility range, in order 
to search for air ion groups with different statistical proper- 
ties. A natural classification should explain the coherent be- 
havior of air ions inside class intervals and the relative inde- 

pendence of the ions of different classes. Measurements used 
in the verification of the classification are required to record 
air ion mobility fractions that are narrow in comparison with 
mobility classes. The analysis of the statistical behavior of 
fraction concentrations requires thousands of mobility spectra 
recorded during at least one full year. The first measurements 
that allow statistical classification of air ions were carried out 

at Tahkuse Observatory. 
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The measurement of detailed mobility spectra in natural 
atmospheric air at Tahkuse Observatory has been running 
since 1985. The mobility spectrum of small air ions together 
with a narrow fraction of light intermediate ions was meas- 
ured from June 1985 to June 1986 [HOrrak et al., 1988]. In- 
smunentation for measurements in a wide mobility range was 
set into operation in July 1988. A brief summary of measure- 
ments for the period until 1989 was reported by HOrrak et al. 
[1994]. A description of the behavior of intermediate ions at 
Tahkuse Observatory for the period from September 1993 to 
October 1994 was presented by HOrrak et al. [1998b]. A sta- 
tistical synopsis of the air ion spectra for the entire mobility 
range at the same place and for the same period is given in the 
present paper, with emphasis on the study of air ion classifi- 
cation. The large and intermediate ions are charged aerosol 
particles. Thus the problem is related to the size classification 
of atmospheric aerosol particles. 

2. Measurements 

2.1. Location 

Tahkuse Observatory with coordinates 58ø312q, 24ø56'E is 
located in a sparsely populated rural region. It is 27 km north- 
east of the city of P'/mu and 100 km south of Tallinn, the 
capital of Estonia. P'/mu, with 52,000 inhabitants, is located 
on the coast of the Gulf of Riga, at the east coast of the Baltic 
Sea. The terrain surrounding the observatory consists of flat 
open country with some tree groups (about 100 trees in a ra- 
dius of 100 m), small woods, grassland, and agricultural land. 
The river of P'/mu is 50 m to the northwest; the nearest 
neighboring farm is about 200 m west. A road with little 
automobile traffic passes about 180 m east from the meas- 
urement point. The average traffic frequency was about 10 
motor vehicles per day, mainly from 0700 to 1900 local stan- 
dard time (LST), in 1993-1994. The Soomaa National Park 
(Swampland) extends at distances from 6 to 30 km southeast. 
The weather in this region is quite unsteady owing to the ac- 
tion of cyclones and anticyclones. 

2.2. Instrumentation 

A complex of air ion spectrometers covering a mobility 
range of 0.00041-3.2 cm2V -I S -I Was installed at Tahkuse in 
1988 [HOrrak et al., 1990; Tarnmet, 1990]. The upper 
mobility limit was chosen to collect the smallest existing air 
ions. The lower mobility limit is determined by the technical 
parameters of the equipment. The complex consists of three 
original multichannel aspiration spectrometers designed 
according to the principle of the second-order differential 
mobility analyzer [Tammet, 1970]. The spectrometers are by 
convention called small ion spectrometer (IS0, intermediate 
ion spectrometer (I82), and large ion spectrometer (IS3). The 
illustration of the ISl and the measuring system is presented in 
Figure 1. The design of the 182 and IS3 is analogous. The 
whole range of mobility is logarithmically divided into 20 
intervals (see Table 1): 9 intervals in the subrange of 

Air ions 

• Meteo sensors 
Sheath air 

Filter 

HVS 

Computer 

Controller 

Analyzer 
VS 

Figure 1. Small air ion spectrometer IS t and the measuring 
system. E, electrometer amplifier; HVS, high-voltage supply; 
and VS, voltage supply. External dimensions of the spec- 
trometer: height, 695 mm; diameter, 122 mm. 

distributed fractions of heavy intermediate ions (12-13) are 
about 3 times wider than those of light intermediate ions 
(fractions 9-11). The eleventh fraction (0.251- 
0.320cm2V -l s -l) is overlapped by the twelfth fraction 
(0.150-0.293 cm 2 V 

The mobility spectra of positive and negative air ions were 
measured every 5 min. The hourly averages and standard de- 
viations of air ion fraction concentration inside the hourly pe- 
riods were recorded together with the values of wind direc- 
tion, wind speed, atmospheric pressure, temperature, relative 
humidity, and the concentration of NO2. 

The air is sucked into the mobility spectrometers through 
an opening in the south gable of the building at a height of 
about 5 m from the ground. To prevent the effect of wind to 
the airflow, the air inlet (above) and outlet (beneath the inlet) 
are placed in the same gable with a space of about 1 m. The 
length of aluminum tube that conducts the air sample to the 
spectrometers is about 2 m, with a crosssection of 18 x 20 
cm 2. There are thin longitudinal metal sheets in the tube for 
suppression of turbulence. The total air flow rate is about 
0.016 m • s -l, and air speed is about 0.45 m s -l. The devices, 
excluding meteorological sensors, are enclosed in a thermally 

0.00041-0.29 cm 2 V -l s -l and 11 intervals in the subrange of insulated stable-climate chamber, which makes it possible to 
0.25-3.2 cm 2 V -l s -l. Thus each mobility specmuu consists of use the equipment through all the seasons. The chamber and 
20 fraction concentrations. The symbols of fractions are Nk the tube oft he air channel are electrically earthed. 
and Pk for negative and positive polarity, respectively. The 
whole mobility range of intermediate ions is covered by 2.3. Database 
means of two spectrometers (ISl and IS2) of different The present paper is based on data collected during the pc- 
resolving power. Accordingly, the measured logarithmically riod from September 1, 1993, to October 27, 1994. The period 
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Table 1. Air Ion Fractions, Estimates of Equivalent Diameter 
Ranges Assuming Single Charged Particles, and Proposed 
Classes of Air Ions 

Ana- Fraction Mobility Diameter 
lyzer cm 2 V-I $-i nnl 

Small Cluster Ions 

ISi Ni/Pi 2.51-3.14 0.36-0.45 
IS• N2/P2 2.01-2.51 0.45-0.56 
ISi Nl/P3 1.60-2.01 0.56-0.70 
ISi N4/Pn 1.28-1.60 0.70-0.85 

Big Cluster Ions 
ISi NdPs 1.02-1.28 0.85-1.03 
ISi N6/P6 0.79-1.02 1.03-1.24 
ISi N7/P7 0.63-0.79 1.24-1.42 
IS• NdP8 0.50-0.63 1.42-1.60 

Intermediate Ions 

IS• N9/P9 0.40-0.50 1.6-1.8 
ISi Ni0/PI0 0.32-0.40 1.8-2.0 
ISi Nii/Pii 0.25-0.32 2.0-2.3 
IS2 N•2/P•2 0.150-0.293 2.1-3.2 
IS2 NI3/P13 0.074-0.150 3.2-4.8 

Light Large Ions 
IS2 N14/PI4 0.034-0.074 4.8-7.4 
IS2 Nis/Pi5 0.016-0.034 7.4-11.0 
IS3 Ni6/Pi6 0.0091-0.0205 9.7-14.8 
IS3 N•7/Pi7 0.0042-0.0091 15-22 

Heavy Large Ions 
IS• N•dPi8 0.00192-0.00420 22-34 
IS• N•9/P•9 0.00087-0.00192 34-52 
IS• N2dP2o 0.00041-0.00087 52-79 

under analysis involves 10,224 hours. Owing to occasional 
pauses in measurements and instrumentation failures, about 
16% of the possible measuring time was lost, and 8615 hourly 
mobility spectra of both signs are available for statistical 
analysis. The computer program Statistica for Windows 
(Statsoff Inc., 1998) was used for statistical data analysis. A 
specific Pascal program was compiled for the principal com- 
ponent and factor analysis. The recorded air ion mobility 
fractions and estimates of the equivalent diameter ranges of 
air ion mobility assuming single charged particles [Tammet, 
1995, 1998] are presented in Table 1. Five classes of air ions 
established by means of statistical analysis are also given. 

A simplified method for the calculation of fraction con- 
centrations, which does not take into account the shape of ap- 
paratus function, was applied in most sections of this paper. 
The average spectra in Figure 2 were obtained in a stricter 
way by calculating first the parameters of a piecewise linear 
spectrum model [Tammet, 1980]. The simplified method 
yields somewhat smoothed mobility spectra. However, the 
differences, as compared to the stricter method, are small; un- 
certainties not exceeding a few percent are expected for frac- 
tion concentrations [Tammet et al., 1987]. The corrections of 
the diffusion losses of air ions on the entrance channel parts of 
spectrometers have been made by relevant equations 
[Tarnmet, 1970]. The correction factors are 1/(1 -0.2k ø'67) and 
1/(1-0.08kø'67), where k is the mobility of ions, for 
spectrometer IS• and for IS2+IS3, respectively. 

3. Results and Discussion 

3.1. Mobility Spectrum of Air Ions 

3.1.1. Average spectra. The average mobility spectra of 
air ions for the whole period are presented in Figure 2. There 
are two wide spectral groups with the mobility ranges of 0.5- 
3.2 and 0.00032-0.034 cm2V -l s -l, which are traditionally 
called small ions and large ions, respectively. More detailed 
average spectra of small ions are presented in Figure 3. The 
corresponding particle diameters, derived from the electrical 
mobilities, are presented in the figures assuming single 
charged particles [Tammet, 1995]. The third group lies be- 
tween large and small ions, with the mobility range of 0.034- 
0.5 cm 2 V -• s -l, and is called intermediate ions. This group ap- 
pears from time to time as burst events, occasionally occur- 
ting around local noon, and its average concentration is about 
50 cm -3. Physically, large and intermediate ions may be called 
aerosol ions, and small ions may be called cluster ions 
[H6rrak et al., 1994]. 

The general shape of the mobility spectra of negative and 
positive small ions is astonishingly similar to that observed by 
Misaki [1976], whose modes of small ion mobility spectra, 
1.56 cm2V -l s -l and 1.26 cm 2 V -1 s -1, are close to those pre- 
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Figure 2. Average mobility spectra of air ions at Tahkuse Observatory, September 1, 1993, to October 27, 
1994. 
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Figure 3. Average spectra of small (cluster) ions at Tahkuse 
Observatory, September 1, 1993, to October 27, 1994. 

sented in Figure 3. Small (cluster) ions are formed in charged 
state and evolved via ion-molecule reactions in the atmos- 

phere before they obtain their f'mal size [Mohnen, 1977; Luts 
and $alm, 1994; Luts, 1995; Nagato and Ogtnva, 1998]. The 
growth of small ions is thermodynamically hindered at a mo- 
bility of 0.5 cm 2 V -• s -• (1.6 nm) in ordinary conditions. 

The overall shape of the average spectra in the range of 
large ions (aerosol ions) is in accord with calculations based 
on the theory of bipolar charging of aerosol particles by small 
air ions [$alm, 1988; H&rrak et al., 1998a]. The concentration 
of large ions diminishes toward higher mobilities owing to the 
reduction of charging probability and the concentration of 
aerosol particles. The lower boundary of the spectrum at a 

mobility of 0.00032 cm2V -1 s -• is determined by technical 
limitations of the spectrometer IS3. 

The time variations of the air ion mobility spectrum and the 
aerosol particle size spectrum are well correlated in a size 
range of 10-80 nm. The correlation coefficient varies from 
0.91 to 0.97, depending on the size fraction. These aerosol 
particles in weakly polluted rural air are believed to be in a 
quasi-steady charging state [H&rrak et al., 1998c]. 

The electrical state of aerosol particles in the intermediate 
ion range (nanometer particles) is not well known in natural 
atmosphere. The estimates of charging probability obtained 
by theoretical considerations and laboratory experiments vary 
from about 0.5% to 5% for particles from 2 to 10 nm, respec- 
tively [Hoppel and Frick, 1986; Reischl et al., 1996]. Experi- 
mental investigation of competitive ion-induced and binary 
homogeneous nucleation in gas mixtures shows that the above 
values may be greatly modified when ions are involved in the 
nucleation process [Kim et al., 1997, 1998]. 

3.1.2. Variability of spectra. The relative standard de- 
viation (coefficient of variation) of the hourly averaged values 
of fraction concentrations is about 50% for small (cluster) air 
ions and 70% for large air ions. The average fraction concen- 
trations of intermediate ions are relatively low, but their stan- 
dard deviations are high, up to 130%, owing to the burst 
events with concentrations up to 900 cm -3 [H6rrak et al., 
1998b]. The enhanced concentrations of intermediate ions are 
recorded from 1000 to 1900 LST, with a duration of 6-10 
hours, in f'me weather conditions. The relative standard de- 
viations of the fractions of air ion mobility spectra in the day- 
time (0800-2000 LST) and nighttime (2000-0800 LST) are 
presented separately in Figure 4. A change of scale is set at a 
mobility of 0.32 cm 2 V -• s -l, according to technical limitations 
of the spectrometers, and for better resolution of the spectral 
regions of aerosol ions and cluster ions. 
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Figure 4. Relative standard deviations of the concentration of air ion spectral fractions at daytime (0700 to 
2000 LST) and in the nighttime (2000-0700 LST) at Tahkuse Observatory, September 1, 1993, to October 27, 
1994. 
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Considering the whole data set, the relative standard de- 
viation is close to the maximum values depicted in Figure 4 
(in the case of large and intermediate ions close to that of 
daytime, and in the case of small ions, close to that of night- 
time values). The crossing point of the curves for daytime and 
nighttime, at a mobility of about 0.5 cm 2 V -• s -• (1.6 nrn) in 
Figure 4, is in accordance with the boundary between cluster 
ions and aerosol ions [Tammet, 1995]. The above estimates of 
the relative standard deviations are equally valid for the large 
and intermediate air ion concentrations of both polarities, 
taking into account the random measuring errors. 

The estimates of relative standard deviations of fraction 

concentrations of air ions in the region of large ions show 
quite a good agreement with those of aerosol measurements in 
a diameter interval of 10-100 nm [Kikas et al., 1996]. Ac- 
cording to the latter measurements, the relative standard de- 
x•i•tlcm c•f aorc•er•l particle concen•ation• hae a minimum 
value in the size range of the accumulation mode, 100- 
300 nm, and rises in the flanks. This is also in accord with 
model calculations of deposition velocities of aerosol particles 
[Jaenicke, 1982, 1984; Hoppel et al., 1990]. 

Normally, the positive air ion spectrum has a modx•_? •a mobility range of 1.0-1.3 om2V -1S -1 or 1.3-1.6 cm 2 s-, 
and the negative ion spectrum, in a mobility range of 1.3-1.6 
cm 2 V -I s -• or 1.6-2.0 cm 2 V -l s -l. Sometimes the "low mobil- 
ity mode" of 1.0-1.3 cm2V -l s -l becomes dominant in the 
negative ion spectrum, and the mobility spectrum of negative 
small ions expands over a wider region as compared to posi- 
tive ions. The mode of positive ion spectrum only shifts from 
mobilities of 1.3-1.6 cm 2 V -l s -l to 1.0-1.3 cm 2 V -1 S -1. These 
variations could explain the higher relative standard deviation 
of the big cluster ion concentration of negative polarity com- 
pared with the ions of positive polarity. 

The low-mobility modes of small air ions of both polarities 
were recorded when the large ion concentration was decreas- 

Considering the whole data set, the fractions of small ions 
ofmobilities of 1.0-1.3 cm2V -• s -• and 1.3-1.6 cm2V -l S -• are 
the most conservative; the fractions of higher or lower mobil- 
ity show higher relative standard deviations. Accordingly, the 
mobility of 1.3 cm 2 V -• s -• (diameter of 0.88 nrn) may be used 
as a conventional boundary between small and big cluster 
ions. The fractions of negative small cluster ions at daytime 
display almost equal variabilities. 

In general, small air ion concentrations have higher relative 
standard deviations in the nighttime than in the daytime, be- 
cause of higher concentrations raised during nocturnal calms, 
in fine weather conditions in the warm season. The highest 
relative standard deviations of small cluster ion concentration 

were recorded in July in conditions of very hot and stable an- 
ticyclones, probably due to increasing ionization rate caused 
by accumulation of radon, thoron, and their daughters near the 
ground during nocturnal calms that produced numerous new 
young ions. The higher the mobility of small cluster ions, the 
higher the relative standard deviation was: for example, 40% 
for the ions of 1.3-1.6 cm2V -• s -l and 60% for the ions of 
2.5-3.14 cm 2 V -• s -•. 

3.2. Average Characteristics and Variability of Main Ion 
Groups 

3.2.1. Small ions. The statistical characteristics of small 

air ion concentrations are presented in Table 2. The average 
concentrations of small air ions and their standard deviations 

are n_ = 245 + 88 cm -3 and n+ = 274 + 96 cm -3. The correla- 
tion coefficient between the polar concentrations is 98%. The 
mean natural mobility of small air ions of both polarities is 
calculated by averaging over the mobility interval from 0.5 to 
3.2 cm 2 V -l s -l. The hourly mean mobilities and standard de- 
viations, averaged over the whole measurement period of 14 
months, are/{_= 1.53 + 0.10 and/{+ = 1.36 q- 0.06 cm2V -l s -•. 
Approximately the same values of mean mobility have been 

ing, but not vice versa. The low concentration of heavy large found for different annual periods from 1985 to 1994. The 
ions allows small air ions to evolve (grow) toward clusters of correlation coefficient between polar mean mobilities is 80%. 
large sizes, and consequently to lower mobilities, within their 
lifetime. The evolution of the mobility spectra of small air 
ions described above was more regular in the warm season 
under conditions of anticyclones, particularly in June and 
August. In June and August, under conditions of hot and 
sunny anticyclonic weather, the low-mobility mode of nega- 
tive ions in a mobility range of 1.0-1.3 cm 2 V -• s -l preferen- 
tially became dominant in the afternoon (or in the evening) 
and disappeared before sunset. 

The mean mobility of small ions reduced to standard 
conditions is not discussed here because of the complicated 
nonlinear character of the reduction procedure [Tarnmet, 
1998]. 

The frequency distributions of the concentration of positive 
small ion categories (original fractions Pi-Ps, classes of small 
and big clusters and their total concentration) are approxi- 
mately lognormal and can be derived from the moments of 
distribution presented in Table 2. In the case of positive small 

Table 2. Statistics of Negative/Positive Small Ion Concentrations (cm -3) 
Mobility, Mean Median Maximum Lower Upper 
cm 2 V -i s -i Quartile Quartile 
2.51-3.14 12/7 10/7 67/42 8/5 13/8 
2.01-2.51 33/19 29/17 180/99 24/14 37/23 
1.60-2.01 56/45 51/41 265/207 44/34 62/51 
1.28-1.60 59/69 55/64 252/303 44/54 68/79 
1.02-1.28 42/69 40/66 157/284 28/54 54/83 
0.79-1.02 24/41 21/39 107/154 12/29 33/51 
0.63-0.79 13/16 11/14 83/74 6/10 18/21 
0.50-0.63 8/8 6/7 58/45 4/5 9/10 

Relative 

0.45/0.51 
0.41/0.44 
0.37/0.38 
0.36/0.35 
0.44/0.36 
0.59/0.40 
0.68/0.50 
0.72/0.59 

0.50-3.14 245/274 231/259 990/1167 183/210 290/319 0.36/0.35 
1.28/1.00-3.14 159/209 148/196 737/928 124/162 178/238 0.37/0.35 
0.50-1.28/1.00 86/65 78/61 361/239 50/44 115/82 0.51/0.43 

Number of measurements: 8615. 
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cluster ions, the distribution of the largest extreme gives a 
closer approximation, and in the case of big cluster ions, the 
gamma distribution is closer. The concentration of negative 
small cluster ions behaves similarly, but the concentration of 
negative big cluster ions shows different character. Its fre- 
quency distribution is extremely asymmetric, with a maxi- 
mum at about 45 cm -3, below the lower quartile (see Table 2). 

The observed average values of mean mobility are compa- 
rable with those found by Dhanorkar and Kamra [1992], 1.37 
and 1.25 cm2V -t s -t for negative and positive polarity, re- 
spectively. The average values of reduced mobility at STP, as 
reported by Mohnen [ 1977], are 1.24 and 1.14 cm 2 V -• s -t for 
negative and positive polarity, respectively. In both cases the 
ratio of negative to positive mobility is about 1.1. 

The mean natural mobility of small air ions is higher in 
winter than in summer. The averaged mean mobility values 
and their standard deviations recorded in December and May 
are k-Dec = 1.63 _+ 0.09 cm2V -t S -1, k+Dec = 1.41 + 0.04 
cm 2 V -l S -1 and k_May = 1.47 + 0.09 cm 2 V -t s -t k, May= 1.32 + 
0.05 cm 2 V -• s -t. An analogous difference of mobilities was 
also found formerly [H&rrak et al., 1994]. 

The average negative and positive polar conductivities are 
nearly equal; that can be explained by the relatively high po- 
sition (5 m) of air inlet and the screening of the electric field 
by trees surrounding the building where the instrumentation is 
located. The average polar conductivities calculated according 
to the entire measured mobility interval of 0.00032-3.2 
cm2V-t s-l are L_ = 6.18 +2.14 fSm -t and •,, = 6.18 +2.14 fS 
m -l. These polar conductivities are nearly equal with those of 
small ions •,-s = 5.96 + 2.11 fS m -t and •,,s = 5.97 + 2.11 fS 

-1 

m ; the increased average mobility of negative small ions as 
compared to that of positive ions entirely compensates dif- 
ferences in the concentration, on average. The ratio of positive 
ion concentration to that of negative ions (coefficient of uni- 
polarity) is 1.127 + 0.074, and the ratio of the average mobil- 
ity of negative ions to that of positive ions is 1.124 + 0.049. A 
regression analysis shows that the polar total conductivities 
are nearly equal; considering the entire range of measured 
values of conductivities from about 1.5 to 26 fS m -1, the cor- 
relation coefficient is 99%. The conductivity (also small ion 
concentration) underwent decrease since 1985-1986 from 
about 9 fS m -t to 6 fS m -• in 1993-1994. 

In fine weather conditions, both the mean mobility and the 
total concentration of small ions have the average diurnal 
variation of a single wave shape with a maximum in the 
nighttime and a minimum in the afternoon [H&rrak et al., 
1998b]. The concentration of small ions has some consider- 
able diurnal variation only in the warm season when the soil is 
unfrozen. The average diurnal variation of negative small ions 
is caused mainly by small cluster ions. 

The absolute maximum of the total concentration of small 

ions recorded on August 26 was 996 cm -3 for negative ions 
and 1176 cm -• for positive ions, both in early morning hours 
(0830 LST) in fine weather conditions. The origin of the high 
concentrations was probably the accumulation of radon and 
thoron near the ground during nocturnal calms. Daytime 
minimum values were 239 cm -3 for negative ions and 
269 cm -• for positive ions. The absolute maxima were re- 
corded at the end of a 3-day period of very weak winds at 
daytime and calm in the nighttime. The highest concentration 
of the high-mobility fraction of small cluster ions (2.51-3.14 
cm2V -l s -l) was also recorded in the same morning at 0830 
LST, when the negative ion concentration was 65 crn -• and 
the positive ion concentration was 38 cm -•. The minimum 
values recorded on the same day at the atternoon were about 
10 cm -3 and 5 cm -• for negative ions and positive ions, re- 
spectively. This means that during nighttime and early morn- 
ing hours there exists some amount of very young ions with 
mobilities higher than 3.14 cm 2 V -l s -t generated by the radio- 
activity of radon and thoron and their daughters. These ions 
remain out of scope of the mobility spectrometers. At other 
times their concentration is comparable with the measurement 
uncertainties. The largest contribution of the fraction (2.51- 
3.14 cm2V-l s-l) to the total concentration of polar small ions 
was 7% and 4% for negative ions and positive ions, respec- 
tively. The estimated amount of high-mobility cluster ions 
(higher than 3.14 cm2V -• s -t) during nighttime and early 
morning hours was about 2 times less than the above men- 
tioned 7% and 4% from the total polar concentration of small 
ions for negative ions and positive ions, respectively. 

3.2.2. Intermediate ions, The statistical characteristics of 
intermediate ion concentrations are presented in Table 3. The 
average concentration of intermediate ions is relatively low, 
about 50 cm -•, but occasionally very high concentrations are 
recorded owing to the bursts of intermediate ions with con- 
centrations of up to 900 cm -• [H&rrak et al., 1998b]. The 
bursts occurred around local noon, the enhanced concentra- 
tions were recorded from 1000 to 1900 LST, with a duration 
of 6-10 hours, in fine weather conditions. The correlation co- 
efficient between the total concentrations of positive and 
negative intermediate ions is 97%. 

A burst of intermediate ions can initiate a process of the 
evolution of aerosol ions generating new aerosol particles that 
grow toward large sizes. This process looks like a triggering 
of a nucleation process with the accumulation of particles in 
the nucleation mode size range of 9.7-15 nm. Besides the 
process of evolution, a process of another character was also 
observed: a spectral mode suddenly appeared in the nuclea- 
tion size range of 9.7-15 nm (mobility range of 0.0091- 
0.021 cm2V -1 S -l) or 15-22 nm (0.0042-0.091 cm2V -1 S -t) 

Table 3. Statistics of the Negative/Positive Intermediate Ion Concentrations (cm -3) 
Mobility, Mean Median Maximum Lower Upper Relative 
cm 2 v-rS -• Quartile Quartile s.d. 
0.40-0.50 5/5 4/5 49/48 3/3 6/6 0.82/0.73 
0.32-0.40 3/4 2/3 52/37 1/2 4/5 1.15/0.80 
0.25-0.32 3/2 2/2 56/42 1/1 3/3 1.21/1.10 

0.150-0.293 8/7 5/5 155/116 4/4 8/7 1.19/1.08 
0.074-0.150 12/12 8/8 279/250 6/6 12/12 1.28/1.23 
0.034-0.074 25/25 18/18 447/437 14/14 25/25 1.14/1.16 

0.034-0.50 57/55 40/41 1008/874 31/32 58/57 1.08/1.03 
0.25-0.50 11/12 9/10 157/116 6/7 13/13 0.95/0.78 

0.034-0.293 45/44 31/31 851/761 24/24 45/44 1.14/1.13 
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Table 4. Number of Days in the Month When 
the Concentration of Positive Intermediate Ions 

Exceeds a Certain Value 

>100 >200 >300 >400 >500 >600 Maximum 
cm -3 cm-3 cm-• cm -• cm -• cm-• cm-3 

Sept. 1993 13 8 3 0 0 0 381 
Oct. 1993 8 8 7 5 I 1' 874 
Nov. 1993 5 3 3 0 0 0 442 
Dec. 1993 2 I 1 1' 0 0 457 
Jan. 1994 1 1 1 1' 0 0 471 
Feb. 1994 2 2 2 2 2 I 601 
March 1994 8 6 3 2 1 I 708 

April 1994 5 2 2 2 I 1 860 
May 1994 18 12 7 6 4 1 712 
June 1994 11 6 2 1 0 0 470 

July 1994 5 1' 0 0 0 0 205 
Aug. 1994 6 1 0 0 0 0 205 
Sept. 1994 6 2 2 1 I 0 506 
Oct. 1994 11 6 3 2 1 1 652 

Sum 101 59 36 23 11 6 

Burst of short duration: October and December within 2 hours, 
January within 3 hours more than 100 crn -•. 

and remained there for 4-8 hours (during the time of intensive 
sunlight), slightly changing in height. Several such events 
have been observed when an anticyclonic air mass of good 
visibility has come over the Baltic Sea to inland areas. In gen- 
eral the disturbed region of air ion mobility spectra affected 
by the bursts of intermediate ions was observed from about 
0.002 to 1.0 cm2V -l s -l (from 1.1 to 34 rim), including the 
groups of big cluster ions and light large ions. 

In contrast to the light intermediate ions (0.32- 
0.50 em2V -l s-l), the fraction concentrations of which are 
nearly equal, the heavy intermediate ions (0.034- 
0.293 cm 2 V -1 s -l) show a rise in concentration toward lower 
mobilities. During the days with intermediate ion bursts, the 
ratio of concentrations of heavy to light fraction varies from 
about 3 to 7. The frequency distributions of the concentration 
of light intermediate ion fractions are asymmetric, 
approximately lognormal, because of the burst events. The 
concentrations of heavy intermediate ion fractions are roughly 
lognormally distributed because of extremely high values 
recorded during the burst events. 

In order to present some statistical description of the bursts 
of intermediate ions, the number of days in the month when 
the concentration of intermediate ions is higher than a certain 
value is given in Table 4. Only more pronounced burst events 
are considered, when the intermediate ion polar concentration 
exceeds 100 cm -3 (background of about 50 cm -3) during at 
least 2 hours. Commonly, the burst duration was 6-10 hours 
(from background up to maximum and down to background). 
The bursts of shorter duration are marked by an asterisk in 
Table 4. The same is also true for intermediate ions of nega- 
tive polarity, but sometimes during the burst events, peak val- 
ues of the concentration of negative intermediate ions exceed 
those of positive polarity by about 100-150 cm -•. 

In the period from November 24 to February 24, only three 
bursts were recorded, and even those bursts were of short du- 
ration, being higher than 100 cm -• for only 2-3 hours. This is 
probably due to the fact that the conditions in winter did not 
favor photochemical nucleation because of low solar radiation 
intensity and duration at this latitude. There may also be a low 
concentration of nucleating low-pressure vapors. Also the de- 

creasing mixing rate of the boundary layer and the accumula- 
tion of aerosol pollutants may be responsible for the absence 
of burst events in wintertime. 

Regular bursts started as early as February 25 and 26, when 
bursts up to 600 cm -3 were recorded. The higher concentra- 
tions in May could be related to the beginning of the period of 
early vegetation and intensive agricultural works. On the basis 
of the side-by-side measurements of aerosol particle size 
spectra [HOrrak et al., 1996, 1998a] it can be concluded that 
the period of intensive bursts of intermediate ions followed 
the inflow of cool and clean high-pressure air mass. This in- 
flow occurred on May 1, when the concentration of particles 
in the accumulation size range (100-560 nm) decreased rap- 
idly from about 2400 cm •3 to 100 cm -• and, after that, started 
gradually to increase again. 

J. M'fikel/i (personal communication, 1998) and Birmili 
[1008] have found the same regu!ari_'ties' the low concentra- 
tion of ultrafine aerosol particles below 10 nm during winter- 
time and bursts in spring. The number of days with nucleation 
events of 3-5 nm particles observed at Hyytiiilii forest station, 
southem Finland, was 56 during a 1-year period in 1996-1997 
(J. M'fikel'fi, personal communication, 1998). This number has 
the same order of magnitude as the number of bursts of inter- 
mediate ions, about 80, for a 1-year period at Tahkuse in 
1993-1994. The number of nucleation events found by 
Birmili [1998] in central Europe, near Leipzig, was between 
38 and 60 during different seasons in 1996-1997. 

3.2.3. Large ions. The statistical characteristics of large 
ion concentrations are presented in Table 5. As compared 
with intermediate ions, the frequency distributions of the con- 
centration of light large ion categories (original fractions 15- 
17 and their total concentration) are closer to lognormal. As 
an exception, the frequency distribution of the fifteenth 
fraction shows similarity to that of intermediate ions. In all 
cases the frequency distributions are asymmetric because of 
high outliers. The frequency distributions of the concentration 
of heavy large ion categories (original fractions 18-20 and 
total concentration) are close to gamma distribution. There is 
no substantial difference between large ions of negative and 
positive polarity. 

The whole range of large ions 0.00041-0.034 Cll12• 1S -1 
(diameters of 7.4-79 nm) can be divided into two classes with 
mobilities of 0.0042-0.034 cm 2 V -l s -l (7.4-22 nm) and 
0.00041-0.0042 cm 2 V -l s -• (22-79 nm) called, by conven- 
tion, light large ions and heavy large ions, respectively. In 
general, the ratio of concentrations of light large and heavy 
large ions is low, about 0.2, but in some cases (nucleation 
events) the ratio may be extremely high, up to about 2.5. 
These two categories show different behavior in the case of 
bursts of intermediate ions, when enhanced concentrations of 
light large ions have also been recorded. As a rule, the con- 
centration of heavy large ions decreases before the burst of 
intermediate ions [H•rrak et al., 1998b]. 

Examining the time series of heavy large ion concentration, 
it was found that besides short time variations (bursts with du- 
ration of less than 1 day), this fraction also has a variation of 
4-6 days (typical synoptical period) and even long time trends 
(1-2 weeks or more). The short time variations have higher 
amplitudes of 2000-4000 cm -3, that is, about 10 times higher 
than the amplitude of average diurnal variation. The average 
diurnal variation is weak, about 150 cm -3, with a minimum in 
the afternoon at 1300-1400 LST. The short time variations 
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Table 5. Statistics of the Negative/Positive Large Ion Concentration (cm -3) 

Mobility, Mean Median Maximum Lower Upper Relative 
cm 2 V -r s -l Quartile Quartile s.d. 

0.0016-0.034 42/45 30/34 806/810 23/25 44/46 1.07/1.03 
0.0091-0.0205 97/96 74/74 1673/1684 53/53 107/107 0.93/0.97 
0.0042-0.0091 162/157 139/128 1874/1852 96/91 187/182 0.73/0.79 

0.00192-0.0042 282/282 252/251 2139/2172 177/171 343/344 0.58/0.60 
0.00087-0.00192 463/493 433/460 2604/2626 294/321 595/627 0.50/0.47 
0.00041-0.00087 609/610 567/562 3119/3311 380/380 787/792 0.51/0.50 

0.00041-0.034 1655/1783 1540/1578 8057/8099 1097/1116 2068/2103 0.48/0.47 
0.0042-0.034 301/297 245/238 4276/4279 179/168 339/336 0.80/0.84 

0.00041-0.0042 1354/1385 1258/1295 6881/6908 883/910 1720/1751 0.47/0.47 

are probably caused by pollutant transport processes. Consid- 
ering cold and warm seasons separately, the average diurnal 
variations display different behavior. In the cold season, 
minimum concentrations of about 1000 cm -3 were recorded in 
early morning hours at 0600-0700 LST, and maximum con- 
centrations of about 1400 cm -3 were recorded in late evening 
at 2100 LST. In the warm season, minimum concentrations of 
about 1200 crn -• were recorded in the aRemoon at 1500 LST, 
and maximum concentrations of about 1400 cm -• were re- 
corded in early morning hours at 0700 LST. 

Koutsenogii [1997] concluded that submicron particles 
with modal diameter of 170 nm represent regional and global 
aerosols. Such particles have the longest residence time of 
about 10 days and can be transported over distances of up to 
8000 kin. The heavy large ions as particles with diameters of 
23-80 nm have residence times of 1.5-6 days [Jaenicke, 
1982]; they are transported by air masses, are accumulated in 
the atmosphere, and are removed from the atmosphere prefer- 
entially by precipitation and thermal diffusion. The estimates 
of decay constants (similar to the residence times) given by 
Hoppel et al. [1990] for marine boundary layer are considera- 
bly smaller, about 10-30 hours, considering diameters of 20- 
80 nm. The latter estimates also take into account the loss of 

particles in cloud processes. 
The average diurnal variation of the concentration of light 

large ions is similar to that of intermediate ions during the 

burst events, but their maximum is recorded with some time 
lag [HOrrak, 1998b]. The time lag is explained by the growth 
of generated new particles toward larger sizes. At other times, 
their diurnal variation is weak and close to that of heavy large 
ions. 

3.3. Statistical Classification of Air Ions According to 
Their Mobilities 

3.3.1. Principal component and factor analysis. The 
principal component analysis (PCA), known in multivariate 
mathematical statistics, is applied to detect the structure of the 
air ion mobility spectnma, e.g., for the search of mobility 
boundaries between different groups of air ions. Fraction con- 
centrations of a mobility spectrum of air ions may be inter- 
preted as a set of variables that are closely correlated (see Ta- 
ble 6). The formal correlation is caused by the following: (1) 
physical and chemical processes embracing a group of frac- 
tions (causing positive correlation) or acting between different 
groups of fractions (causing opposite correlation) and (2) un- 
avoidable smoothing of a spectrum due to the finite resolution 
of the measuring apparatus. The information about variance 
and covariance, which is included in different fractions of a 
mobility spectrum, can be transferred by a considerably 
smaller number of new variables, called principal components 
or factors, which are proper linear combinations of original 
variables. The search for principal components reduces to a 

Table 6. Correlation Coefficients (in Percent) Between Negative Air Ion Mobility Fractions, 
September 1, 1993, to October 27, 1994 

N• N2 N3 Nn Ns N6 N7 N8 N9 N•o N• NI2 Ni3 Ni4 N•s Ni6 Ni7 N•8 Ni9 N20 
Sl 

Nao 
N• 
N•2 
Nl3 
N•4 
Nl5 
Nl6 
Ni7 
Nl, 
N•9 
N=o 

100 85 76 62 38 24 
85 100 93 80 51 31 
76 93 100 92 65 41 
62 80 92 100 88 70 
38 51 65 88 100 94 
24 31 41 70 94 100 
19 23 28 56 82 
13 11 15 36 61 
12 6 5 22 41 

3 -4 -4 6 21 
13 9 5 12 24 
12 8 4 12 24 
7 1 -4 1 13 
2 -8 -12 -7 6 

19 13 12 3 13 12 7 2 -4 3 4 -5 -8 -8 
23 11 6 -4 9 8 1 -8 -16 -11 -11 -18 -22 -24 
28 15 5 -4 5 4 -4 -12 -19 -17 -17 -21 -29 -35 
56 36 22 6 12 12 1 -7 -14 -11 -14 -22 -36 -48 
82 61 41 21 24 24 13 6 -2 1 
93 73 51 28 32 32 20 13 5 9 

93 100 82 63 40 44 44 33 26 17 20 15 
73 82 100 72 54 56 57 48 42 34 35 30 
51 63 72 100 66 66 68 63 59 52 50 44 
28 40 54 66 100 69 71 66 60 52 46 40 
32 44 56 66 69 100 97 87 73 58 43 34 
32 44 57 68 71 97 100 89 75 58 43 33 
20 33 48 63 66 87 89 100 92 78 61 47 
13 26 42 59 60 73 75 92 100 93 77 62 

34 52 52 58 58 78 93 100 88 77 
35 50 46 43 43 61 77 88 100 92 
30 44 40 34 33 47 62 77 92 100 
13 29 31 22 20 34 47 
-5 12 18 10 9 19 29 

-5 5 1 0 6 13 

-4 -16 -19 -14 -2 5 17 
3 -11 -17 -11 1 9 20 
4 -11 -17 -14 -2 5 15 

-5 -18 -21 -22 -17 -13 -4 
-8 -22 -29 -36 -35 -32 -23 
-8 -24 -35 -48 -55 -52 -42 -23 

-2 -17 -35 -55 
5 -13 -32 -52 

-4 -23 -42 
13 
29 12 -5 
31 18 5 
22 10 1 
20 9 0 
34 19 6 
47 29 13 
65 44 23 
78 54 31 
90 70 46 

65 78 90 100 89 66 
44 54 70 89 100 87 
23 31 46 66 87 100 

-5 -23 

The absolute value of critical correlation coefficient at a confidence level of 95% is 3%. 
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Figure 5. Factors of air ion mobility spectra for (a) positive ions and (b) negative ions. The mobility and di- 
meter boundaries of fractions are given in Table 1. 

search for eigenvalues (characteristic roots, portions of com- that the variance of a single standardized variable is 1); a deep 
mon variance explained by factors) and factor loadings (char- drop follows thereafter. The subsequent 14 factors explain 
acteristic vectors)ofa correlation matrix of original variables. only 8% of the total variance. Each of the latter factors ex- 

Before performing PCA, the original variables (fractions of plains less than 1.5% of the total variance. A part of this 
air ion mobility spectra) were treated with a nonlinear trans- 
formation by logarithmic scaling. This procedure transforms 
asymmetric frequency distributions of variables closer to the 
normal ones, assumed by PCA. The logarithmic scaling does 
not significantly affect the results of the classification of air 
ions in our case. Finally, the variables were standardized to 

variation is caused by instrumental noise. Thus we can con- 
clude that the mobility spectrum, in the first approximation, 
has 5 degrees of freedom or that the spectrum can be de- 
scribed almost completely by these five factors representing 
92% of all measured information. 

The first factor (factor 1 in Figure 5) is closely correlated 
provide variables of a comparable variance. To obtain a clear with intermediate ions (fractions 9-14), and thus it can be 
pattern ("simple structure") of loadings, the VARiMAX rota- 
tion, often used in factor analysis, has been performed herein. 

The eigenvalue problem was solved separately for the cor- 
relation matrices of logarithmically rescaled and standardized 
variables of positive and negative ions (Table 6). There is 
some clear structure in these correlation matrices. Results are 

presented in Figure 5 for positive and negative ions, respec- 
tively. The boundaries of spectral fractions and corresponding 
diameter intervals for single charged particles are given in 
Table 1. 

called the "burst factor" of intermediate ions. It explains 24% 
of variance, more than others do. Factor 2 is closely correlated 
with big cluster ions (fractions 4-8); factor 3, with small 
cluster ions (fi'actions 1-4); and factor 4, with light large ions 
(fractions 15-18). They explain approximately equal vari- 
ances of 20%, 18%, mid 17% for factors 2, 3, and 4, respec- 
tively. The contribution of factor 5, associated with heavy 
large ions (fractions 18-20), is the lowest, 13%. This factor 
also is correlated oppositely with cluster ions (fractions 2-7). 
In the same sense, factor 2, which is closely correlated with 

The first five successfully extracted factors explain 92% of big cluster ions (fractions 5-8), is correlated negatively with 
total variance. The total variance that can be potentially ex- heavy large ions (fractions 19-20). 
tracted is equal to the number of variables, which is 20. Each 3.3.2. Air ion classes. The study of the correlation be- 
of the first five factors extracts at least as much variance as tween the factors and air ion fractions shows that all the air 
the equivalent of one original variable, i.e., 5% (it is expected ions can be divided into two main classes: (1) aerosol ions 
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Table 7. Classification of Air Ions 

Class of Air Ions Mobility, Diameter, Traditional Name 
cm 2 V -1 s -1 run 

Small cluster ions 1.3-3.2 0.36-0.85 small ions 

Big cluster ions 0.5-1.3 0.85-1.6 small ions 
Intermediate ions 0.034-0.5 1.6-7.4 intermediate ions 

Light large ions 0.0042-0.034 7.4-22 large ions 
Heavy large ions 0.00041-0.0042 22-79 large ions 

with mobilities below 0.5 cm 2 V -• s -• and (2) cluster ions with 
mobilities above 0.5 cm 2 V -I s -l. These two classes can in turn 
be divided into two classes of cluster ions (small and big 
cluster ions) and three classes of aerosol ions (intermediate, 
light, and heavy large ions). The classification, based on sta- 
tistical analysis, is given in Table 7. This classification is still 
to a certain extent conventional, and the boundaries are not 
exactly determined, because the factors that were chosen as 
representative have cross loadings (any variable is correlated 
with more than one factor; see Figure 5). 

Considering the warm season (from May to September) 
separately from the entire period, the factor analysis revealed 
different boundaries between small cluster ions and big clus- 
ter ions of different polarity: negative small and big cluster 
ions have a boundary of 1.3 cm2V -• s -l, and positive ions, 
1.0 cm 2 V -l s -• (diameter of 1 nm). The mobility boundary of 
1.3 cm2V -• s -• halves the peak in the mobility spectrum of 
positive small ions (see Figure 3). If we use the boundary of 
1.3 cm 2 V -• s -• for cluster ions of both polarities, then we ob- 
tain a lower concentration of positive small cluster ions com- 
pared to negative ions, and this would be in contradiction to 
our understanding about the electrode effect near the ground. 
The use of the boundary of 1.0 cm2V -• s -• for positive ions 
also facilitates the description of the average diurnal variation 
of cluster ion characteristics. Therefore we suggest the use of 
a boundary of 1.0 cm2V -I s -l between small and big cluster 
ions of positive polarity instead of 1.3 cm 2 V -• s -•. However, 
such a specification is rather speculative; measurements of 
small ion mobility spectra with higher resolution are neces- 
sary to establish the boundary more precisely. 

In the warm season, the boundary between light and heavy 
large ions is shifted to a lower mobility of 0.00192 cm 2 V -• s -• 
(diameter of 34 nm) compared to that of the cold season 
0.0043 cm 2 V -I s -• (diameter of 22 nm). 

The boundary mobility of 0.5 cm 2 V -• s -• or a diameter of 
1.6 nm is the same boundary, which has been considered 
physically as the boundary between molecular clusters and 
macroscopic particles [Tammet, 1995]. The same value of 0.5 
cm2V -• s -• was also considered as the lower boundary of 
small air ions formerly [H6rrak et al., 1994]. 

The classification of air ions presented in Table 7 may also 
be obtained by PCA without the Varimax rotation procedure, 
using the first two factors (with respect to eigenvalues) as 
classifiers. In this case, at first, the boundary between cluster 
ions and aerosol ions can be determined more accurately 
when excluding the burst events of intermediate ions. The 
subsequent classification within separated classes of cluster 
ions and aerosol ions makes it possible to gradually detail the 
boundaries between different classes of air ions. The pre- 

The above classes of air ions could be physically charac- 
terized as follows: 

1. Small cluster ions have mobility of 1.3-2.5 cm 2 V -I s -l, es- 
timated diameter of 0.36-0.85 nm, mass of 30-400 unified 
atomic mass units (u), and typical lifetime of 5-60 s. Consid- 
ering ion diameters, the core of a cluster could contain one in- 
organic molecule and be surrounded by one layer of water 
molecules. After recombination, small cluster ions would be 
destroyed and again separated into initial components (cores 
and water molecules). 
2. Big cluster ions have mobility of 0.5-1.3 cm 2 V -I s -l, esti- 
mated diameter of 0.85-1.6 nm, and mass of 400-2500 u. 
Considering ion diameters, the core of a cluster could contain 
one organic molecule and be surrounded by a layer of water 
molecules. The enhanced concentrations have been recorded 

when large ion concentration is low, which makes it possible 
for them to evolve to large sizes within their longer lifetime. 
In the case of intensive nucleation events (bursts), the en- 
hanced concentrations were recorded simultaneously with in- 
termediate ion concentrations. Contrary to aerosol ions, colli- 
sions between cluster ions and ambient gas molecules are 
considered elastic [Tammet, 1995]. 
3. Intermediate ions have mobility of 0.034-0.5 cm2V -I s -• 
and diameter of 1.6-7.4 nm. A corresponding class of aerosol 
particles is the ')qne nanometer particles". Some intermediate 
ions are a product of ion-induced nucleation: nucleating vapor 
condenses onto cluster ions, which grow to the size of inter- 
mediate ions, called the '•prirnary aerosol ions". Particles born 
in the neutral stage in the process of gas-to-particle conver- 
sion or nucleation and charged by attachment of cluster ions 
are called the "secondary aerosol ions". 
4. Light large ions have mobility of 0.0042-0.034 cm 2 V -• s -• 
and diameter of 7.4-22 nm. A corresponding class of aerosol 
particles is the "ultrafine particles" or "coarse nanometer 
particles". They are single charged and often in a quasi-steady 
state of stochastic charging with cluster ions. 
5. Heavy large ions have mobility of <0.0042 cm 2 V "l s -z and 
diameter of >22 nm. A corresponding class of aerosol parti- 
cles could be called the '5'litken particles". They are, as a rule, 
in a quasi-steady state of stochastic charging with cluster ions, 
and some of them may carry multiple charges. 

We suppose that small cluster ions represent a group of 
young ions and big clusters represent a group of aged ions. 
This assumption is in accordance with the measurements of 
the mobility spectra of ions generated in laboratory air 
[Nagato and Ogcn•a, 1998]. They have found no ions below 
0.8 cm 2 V -I s -I in the mobility spectrum of young ions, while a 
considerable number of ions was observed down to 0.3 
cm2V -I s -I in the spectrum of natural ions. It was supposed 
that the cluster ions between 0.3 and 0.8 cm 2 V -• s -I could be 
formed by mechanisms other than those for the ions above 0.8 
cm 2 V -I s -l. Our measurements show the boundary between 
two groups at 1.0 cm2V -I s -I and 1.3 cm2V -• s -• for the ions 
of positive and negative polarity, respectively. 

The presented classification of aerosol ions is in accord 
with the three-modal structure of submicron aerosol particle 
size distribution found in continental sites and in the Arctic 
marine boundary layer [Kuhnala et al., 1996; Mtikelti et al., 
1997; Covert et al., 1996; Birrnili, 1998]. These modes have 
mean diameters of about 150-250 nm, 40-70 nm, and 5- 

sented classification is in general also predictable from the 14 nm and are referred to as the accumulation, Aitken, and 
average spectnnu and from the relative standard deviations of nucleation (or ultrafine) modes, respectively. There were clear 
fraction concentrations (see Figures 2, 3, and 4). minima in mtmber concentrations between these modes that 
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appeared at 20-30 nm and 80-100 ran. Thus the intermediate 
ions (0.034-0.5 cm2V -• s -•, 1.6-7.4 nm) and light large ions 
(0.0042-0.034 cm 2 V -• s q, 7.4-22 nm) may be classified as 
two classes of nucleation mode particles, and heavy large ions 
(0.00041-0.0042 cm2V -• s -•, 22-79 nm), as charged Aitken 
mode particles. It may be concluded that in the atmosphere, 
there exists a natural boundary dividing ultrafine particles at 
about 7.4 nm, and when studying aerosol processes, the size 
range of 1.6-7.4 nm can be considered the range of fine 
nanometer particles. 

4. Conclusions 

The relative standard deviation of the hourly averaged val- 
ues of fraction concentration is about 50% for small (cluster) 
ions, 70% for large ions, and up to 130% for intermediate 
ions. The considerable variability of the concentration of in- 
termediate ions is due to their bursts in favorable conditions 

during daytime. During nighttime, intermediate and large ions 
show nearly equal relative standard deviations of 50-60%. 

The principal component analysis was applied to detect the 
structure of an air ion mobility specmnn, for example, for the 
search of mobility boundaries between different groups of air 
ions. The first five successfully extracted factors explain 92% 
of total variance. The study shows that a mobility spectrum in 
the range of 0.00041-3.2 cm • V -• s -• (0.36-79 nm) can be di- 
vided into 5 classes: small cluster ions, big cluster ions, in- 

The average spectnun of air ions in a wide mobility range termediate ions, light large ions, and heavy large ions with 
of 0.00041-3.2 cm • V -• s -I is established on'the ground of a boundaries between them: 1.3 cm 2 V -l s -l (diameter of 
statistically weighty database' 14 months, 8615 hourly aver- 0.85 nm), 0.5 cm • V -• s -• (1.6 nm), 0.034 cm 2 V q s -l (7.4 nm), 
ngorl •poot•a r•fhc•th pc•larltlos, and ')fl lr•onrlthmlt-allv dis•tM'b .... ........................... t, .......... •" and 0.0042 cm 2 V ' s ' (22 nm). Thus it can be concluded that 
uted fractions per spectnun. The average spectrum gives a ba- the mobility spectrum, in the first approximation, has 5 de- 
sis for distinguishing three main air ion groups: small, inter- grees of freedom or that the spectrum can be described almost 
mediate, and large ions. The groups of small and large ions completely by these five factors. The presented classification 
are distinctly seen as peaks in an average mobility spectrum. of aerosol ions is in accord with the three-modal structure of 
Physically, large and intermediate ions can be called aerosol the size distribution of submicron aerosol particles. 
ions and small ions can be called cluster ions. 

Small (cluster) ions represent quite isolated and stable Acknowledgments. This research has in part been supported by 
groups of ions with mean natural mobility and standard de- the Estonian Science Foundation through grants 3050, 3326, and 
viation of 1.53 + 0.10 and 1.36 + 0.06 cm2V -l s -l for negative 3903. The authors also thank Hilja Iher and, posthumously, Rein 
and positive ions, respectively. The ratio of the concentration Sepp for their assistance in measuring. 
of positive ions to that of negative ions (coefficient of unipo- 
larity) is about 1.12, as well as the ratio of the average mobil- 
ity of negative ions to that of positive ions. Accordingly, the 
average polar conductivities and their standard deviations, 
caused mainly by small ions, are equal: •_ = 6.18 + 
2.14 fS m q and •+ = 6.18 + 2.14 fS m -•. This can be explained 
by a relatively high position (5 m) of the air inlet and the 
screening of the electric field by trees surrounding the 
building where the instrumentation is located. 

The overall shape of the spectra in the range of large ions 
(aerosol ions) is in accord with calculations based on the the- 
ory of bipolar charging of aerosol particles by small air ions. 
The concentration of large ions diminishes toward higher mo- 
bilities owing to a reduction of charging probability and of the 
concentration of aerosol particles. 

Certain thermodynamical causes hinder the growth of 
cluster ions in ordinary environmental conditions, keeping the 
concentration of intermediate ions (0.034-0.5 cmaV -• s-•; 
1.6-7.4 nm) at a low background of about 50 cm -3. Enhanced 
concentrations of intermediate ions up to about 900 cm -3 
(bursts) are observable in the mobility spectra in fine weather 
conditions during daytime. The number of burst events of in- 
termediate ions recorded during 14 months was 101 (about 80 
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Abstract. Current understanding of how chemical sources and sinks in the 
atmosphere interact with the physical processes of advection and diffusion to 
produce local and global distributions of constituents is based primarily on analysis 
of chemical models. One example of an application of chemical models which 
has important implications for global change is to the problem of determining 
sensitivity of chemical equilibria to changes in natural and anthropogenic sources. 
This sensitivity to perturbation is often summarized by quantities such as a mean 
lifetime of a chemical species estimated from reservoir turnover time or the decay 
rate of the least damped normal mode of the species obtained from eigenanalysis 
of the linear perturbation equations. However, the decay rate of the least damped 
normal mode or a mean lifetime does not comprehensively reveal the response of 
a system to perturbation. In this work, sensitivity to perturbations of chemical 
equilibria is assessed in a comprehensive manner through analysis of the system 
propagator. When chemical perturbations are measured using the proper linear 
norms, it is found that the greatest disturbance to chemical equilibrium is achieved 
by introducing a single chemical species at a single location, and that this optimal 
perturbation can be easily found by a single integration of the transpose of the 
dynamical system. Among other results are determination of species distributions 
produced by impulsive, constant, and stochastic forcing; release sites producing 
the greatest and least perturbation in a chosen constituent at another chosen site; 
and a critical assessment of chemical lifetime measures. These results are general 
and apply to any perturbation chemical model, including three-dimensional global 
models, provided the perturbations are su•ciently small that the perturbation 
dynamics are linear. 

1. Introduction 

Models commonly used to assess the impact of per- 
turbations to the chemical constituents of the atmos- 

phere consist of continuity equations in which the time 
derivatives of the number densities of chemical species 
at grid points are related by terms representing advec- 
tion, diffusion, sources, sinks, and reactions among the 
species. Given an initial state such a model can be 
integrated in time to obtain the species number densi- 
ties as a function of the spatial and temporal distrib- 
ution of sources. Although chemical equilibria are, in 
general, nonlinear, the response of the nonlinear equi- 
librium to sufficiently small perturbations is intrinsi- 
cally linear, and even if the expected perturbations are 
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large enough to require nonlinear terms in a comprehen- 
sive perturbation analysis, still a thorough understand- 
ing of the linear dynamics of small perturbations is a 
necessary foundation for this extension into the non- 
linear regime. Therefore we assume in this work that 
the model is linear in the perturbations or can be lin- 
earized about a representative equilibrium state. For 
a description of such models, see the work of Khalil 
and Rasmussen [1984], Chameides and Perdue [19971, 
and Prather [1996, 1997, 1998]. Prather showed that 
the evolution of chemical perturbations to stationary 
equilibrium states can be obtained by decomposing the 
perturbation into the natural modes (the eigenvectors) 
of the linear system and that the least damped natural 
mode is the pattern that eventually dominates the re- 
sponse to any initial perturbation. He also noted that 
this asymptotic response is often masked by the pres- 
ence of the other natural modes that are also excited by 
the initial perturbation and which interfere on superpo- 
sition, leading to transient excursions of chemical per- 
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turbations, a phenomenon ascribed to the "nonorthogo- 
nality" of the modes. In light of the insights proceeding 
from application of the method of modes, identification 
of the natural modes in atmospheric chemical transport 
models has been advanced as the preferred method for 
describing the complex evolution of chemical perturba- 
tions [Prather, 1998]. 

However, systematic analysis of perturbation dynam- 
ics in chemical systems immediately encounters an im- 
pediment in making precise the concept of orthogonality 
among the natural modes. The familiar dot product al- 
lows both defining an angle between vectors as well as 
associating a length to each vector, and if chemical per- 
turbations, described by the vector x, are measured by 
their euclidean length (otherwise called the L2 norm), 
then the concept of orthogonality among chemical per- 
turbations and among the normal modes of the system 
is definable and the transient growth of perturbations, 
in the L2 sense, can be related to the orthogonality of 
the modes. A perturbation imposed on a stable system 
with orthogonal eigenvectors necessarily decays as mea- 
sured in the L• norm at a rate faster than the decay rate 
of the least damped mode, and this limiting decay rate 
is approached asymptotically with time. (A system is 
stable if the real parts of its eigenvalues are negative.) 
For stable systems with nonorthogonal eigenvectors a 
perturbation measured in L• is not assured to decay at 
all times and may, in fact, increase for a period of time 
before eventually assuming its asymptotic decay rate, 
which is that of the least damped mode. 

However suggestive these L• measures may be, chem- 
ical perturbations can only be sensibly assessed with a 
measure based on the number of molecules, and while 
such linear measures (as opposed to quadratic, e.g., L• 
measures) associate length to vectors, they do not al- 
low definition of an angle between vectors. Neverthe- 
less, while the concept of orthogonality is lost in these 
measures, the concept of projection of a perturbation 
onto eigenvectors remains valid, and the evolution of 
the perturbation still can be viewed in terms of sum- 
mation over the evolving eigenvectors. 

In order to understand the implications of this dis- 
tinction between linear and quadratic measures, con- 
sider the abstract linear equation assumed to govern 
evolution of chemical constituents in a hypothetical 
chemical model: 

dx 
= Ax, (1) dt 

where A is a real matrix and x is a vector containing as 
its entries the abundance of the chemical constituents in 

the model collocated at grid points. Associated with A 
is the transpose matrix A T . There is an intimate rela- 
tion between the eigenvectors of these two matrices: the 
eigenvectors of A T arranged in rows form the projection 
matrix that determines the coefficients of projection of 
a perturbation on the eigenvectors of A. (If U are the 
eigenvectors of A arranged as columns, then the eigen- 
vectors of A T are (U-X) T A vector x can be written 

as x = U(U-Xx), where U-Xx is recognized as the co- 
efficients of projection of the vector on the eigenvectors. 
The matrix U- xT is called the bi-orthogonal matrix. If 
u is a specific eigenvector of A corresponding to a given 
column U, then its bi-orthogonal is the corresponding 
column of the bi-orthogonal matrix.) If the eigenvec- 
tors of A and A T are the same, then the two matrices 
commute; that is, AA T - AT A = 0, and the system 
matrix A is called normal, otherwise nonnormal. In 
the chemical literature, where discretization of linear 
operators usually results in a real matrix, nonnormal- 
ity of A can be expected when the 'matrix A exhibits 
asymmetry about the diagonal. (However, even for real 
matrices, nonnormality is not equivalent to asymmetry 
of the entries about the diagonal. Consider the orthog- 
onal matrices which are asymmetric but nevertheless 
have the same bi-orthogonal and eigenvector matrices.) 

Nonnormality of the system matrix A indicates that 
the eigenvalues and eigenvectors of the system may be 
illconditioned and highly sensitive to small perturba- 
tions in the parameters of the system [ Trefethen, 1991]. 
As a result, projection on the natural modes may be 
illconditioned unless the parameters of the system are 
known with great certainty. 

However, while nonnormality of the system identi- 
fies the potential for L2 growth, accurate assessment of 
growth in other measures, such as the linear measures 
appropriate in chemistry, must proceed from detailed 
calculation in the measure selected. This can be done 

by defining carefully the measure of chemical pertur- 
bations and then determining the maximum chemical 
perturbation that can be achieved at any time in this 
measure. This task is facilitated by shifting attention 
from natural modes to the propagator (introduced in 
the next paragraph), which can reveal directly the per- 
turbation dynamics of the system. 

The temporal evolution of an arbitrary system of fi- 
nite dimension can be expressed as 

x(t) - , (2) 

where •(t) is the propagator, which in the case of a 
time-independent system is the matrix exponential e At . 
(The matrix exponential cat is defined as cat = I + At 
+A2t2/2! + -... There are efficient algorithms available 
for direct evaluation of the matrix exponential that do 
not require prior eigenanalysis of A. We use a Pad• 
approximation routine with scaling and squaring de- 
scribed in chapter 11.3 of Golub and Van Loan [1996].) 

We wish to determine the initial perturbation pro- 
ducing the greatest perturbation growth over a speci- 
fied interval of time (this perturbation is called the op- 
timal perturbation). This initial perturbation can be 
obtained directly from analysis of the propagator, and 
it does not, in general, coincide with a particular mode 
of the system. 

The optimal growth over time t is given by the norm 
of the propagator II•(t)11, which is defined to be the 
maximum measure of x(t) over all initial unit pertur- 
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bations x(0) (the measures used at the initial and final 
times need not be the same). In the meteorological liter- 
ature a systematic theory has been developed for iden- 
tifying optimal perturbations in the L2 norm [_Farrell, 
1988; Farrell and Ioannou, 1996a,b], but a comparable 
theory has not been advanced for chemical perturba- 
tions. As discussed above, the theory developed in me- 
teorology can not be carried over directly to chemistry, 
because of the inherent distinction between the measure 

of perturbations in dynamical systems (the energy of 
perturbations), which is quadratic and associated with 
an L2 norm, and the measure in chemical systems (the 
number of molecules), which is linear. (There is a no- 
table exception: if we choose to measure the final per- 
turbations only at a specific location, then the linear 
measure gives the same values as are obtained with the 
L2 norm. In these cases the results available for analy- 
sis of nonnormal systems with L2 norms [Farrell and 
Ioannou, 1996a] are directly applicable.) It turns out, 
however, that the linearity of the appropriate measure 
in chemical systems is, in fact, an advantage that leads 
to a particularly efficient method for obtaining optimal 
initial conditions. In the sequel the appropriate mea- 
sure of chemical perturbations is introduced, and the 
theory for obtaining optimal perturbations to chemical 
systems is developed. 

In order to streamline the development we will limit 
the analysis to time-independent systems, for which the 
propagator is the matrix exponential (I)(t) = e At. The 
analysis can be carried over, with minor modifications, 
to time-dependent systems.( The system propagator for 
a time-dependent system can be obtained by forward 
integration of the identity matrix. We note that eige- 
nanalysis is not defined for time-dependent systems, so 
that methods of analysis based on eigenmodes can not 
be extended to apply to time-dependent systems.) 

A simple atmospheric chemical system consisting of 
the advection, diffusion, loss, and interaction of CHaBr 
and Bry in a one-dimensional atmospheric column is 
taken as an example (the example is based on the B1 
model of Prather [1977]). We apply to this system 
the methods of nonnormal analysis and obtain general 
properties of the solution including the response of the 
system to forcing applied impulsively, continuously, and 
stochastically distributed in space and time: the pertur- 
bations most effective in disturbing the chemical equi- 
librium and appropriate measures of timescale for this 
system. Before presenting the theory we describe the 
example chemical system. 

2. CHaBr/Bry Perturbation Dynamics 
The mixing ratios of a species, denoted Xi, satisfy 

the advection equation [Brasscur and Solomon, 1986; 
Andrews et al., 1987]: 

+ •.VXi = S, (3) 
ot 

where fi is the velocity field and $ denotes the net 
sources. Consider a model of the ascending branch of 
the Hadley circulation at the equator. Zonal homogene- 
ity and symmetry about the equator imply that the 
horizontal derivatives vanish. The advection equation 
that governs evolution of mixing ratios of the chemical 
constituents with height and time reduces under these 
assumptions to 

OXi 
Ot + w(z) Oz : S. (4) 

Using (4), evolution of number densities in the coupled 
CHaBr/Bry system satisfies the following equations: 

d 

dnCH3Br ---- -- w(z)N(z) •zz [nCH3Br/N(Z)] q- dt 

d { K(z)N(z) d } q- •ZZ •ZZ [ • C H 3 B r / N ( Z ) ] -- 
- + PCer, 

dnBr• _ d 
at -- - w(z)N(z) • [•Bry/N(z)] + 

+ •i(Z)•CH3Br- •2(Z) •Bry + 

+ • K(z)N(z) • [•Bry/N(Z)] ß (5b) 
Here z is the height, ni is the number density ( m -3) 
of species i, and N(z) is the atmospheric number den- 
sity (m-3). The source of CH3Br is PCHaBr (m -3 s-•), 
which may vary both in space and in time. The chem- 
istry is as in the Prather [1997] B1 model. The CHaBr 
is destroyed at a rate m•(z) by reacting with OH in 
the troposphere (z < 10 km) and by photolysis in the 
stratosphere. The bromine species, collectively denoted 
by Bry, are formed from the destruction of CH3Br and 
rained out at a rate m2(z) in the troposphere. The ver- 
tical distribution of m• (z) and m2(z) is shown in Figure 
la. The eddy diffusion coefficient is denoted by K. The 
first term on the right hand side of (5a) and (5b) repre- 
sents vertical advection by the mass-conserving velocity 
field. The distributions with height of the vertical veloc- 
ity w(z) and of the diffusion coefficient K(z) are shown 
in Figure lb. 

The continuity equations for the number density ten- 
dencies (equations (5a) and (5b)) are collocated at 
equally spaced levels in z, and the spatial differential 
operators are approximated with second-order differ- 
ence operators. The number of collocation points N 
is chosen such that the solutions are converged to the 
continuous system (typically 60 levels are adequate). 

Equations (5a) and (5b) are written in matrix form' 
dn 

: An + p, (6) 
dt 

where n is the column vector of the number densities in 

which the first N elements are the number densities of 

CH3Br in sequence from the ground to the top of the 
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Figure la. (left) Chemical loss rate of CH3Br as a function of height. The loss rate is constant 
in the troposphere at 2.166 x 10 -s s-•; above 10 km it increases with height as 6 x 10 -6 p-2, 
where p - 1000 x 10-z/•6 mbars is the pressure at height z (kilometers), and it is constant 
above p - i mbar. (right) Chemical loss rate of Bry: 2.315 x 10 -6 below 10 km owing to rain 
out, and zero elsewhere. Values are as in the work of Prather [1997]. 
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Figure lb. (left) Vertical velocity (m d -1) as a function of height (km). For z < 5, w - 60z, 
for 5 < z < 10, w - 300-54(z-5), and for z_> 10, w - 3011-(z-10)/42]. (right) 
Diffusion coefficient as a function of height: K'= 30 m 2 s -• for z < 12, K - 0.3 m 2 s -1 at 
z - 14 kin, and K increases as p14/p above 14 kin, where p is the atmospheric pressure and P14 
is its value at 14 km (as in the work of Prather [1997]). 
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stratosphere (taken at 52 km), and the last N elements 
are the corresponding Bry number densities. The source 
vector p is [P, 0] T, as no source of Bry is included. The 
matrix A has the form 

(All A12 ) A - A21 A22 ' (7) 
where all the submatrices are N x N; A11 is the matrix 
of the discretized differential operator 

d 1 

All -- - w(z)N(z) dz N(z) - Trix (Z) q- 

d (K(z)N(z)d 1 ) + ' (8) 
operating on nCHaBr; A12 is zero; A21 is the diagonal 
matrix with the values of ral(Z); and finally A22 is 

d 1 

- - - + 

d (K(z)N(z)d 1 ) +•zz dz N(z) ' (9) 
operating on nBr•. 

The state vector of the number densities at time t is 

given by 

n(t) -- e At n(0) + e A(t-s) p(s)ds, (10) 

where n(0) is the initial distribution of the chemical 
species. When all the eigenvalues of A,are stable, i.e., 
have negative real part, a well-defined steady state ex- 
ists which is independent of the initial distribution n(0). 
For the simple case in which the source is independent 
of time this steady state is 

fi -- - A -lp, (11) 

which can be converted into mixing ratios by multiply- 
ing n by the 2N diagonal matrix M with the following 
elements' 

•ij/Z(zi ) Mij - •ij/Z(zi-n) i,j-1,...,N (12) i,j -- N + 1,...,2N. 

The time development of perturbations about this mean 
state is determined by the free solution in (10). Be- 
cause A is time independent, the propagator (see equa- 
tion (2)) has the form of the matrix exponential, i.e., 
•(t) = e A•. 

3. Measures of Chemical Abundance 

In order to proceed with the study of perturbation 
growth, it is necessary to adopt a measure to quantify 
species abundances in the initial state and a measure to 
quantify species abundances at a later time. These two 
measures need not be the same. 

In many dynamical applications the appropriate mea- 
sure is the euclidean or L2 norm 

1/2 

n 2 n 2 Ilnll2 - Z /kz [ CH3Br(Z/)-} - Bru (Z/)] , 
i=l 

(13) 
which is arms measure: for chemical systems it is the 
euclidean length of the vector of species abundances at 
grid levels. Stability theory for nonnormal dynamical 
systems in the L2 norm is well developed [cf. Farrell 
and Ioannou, 1996a,b]. 

However, the L2 norm is not well suited for addressing 
questions arising in chemistry. For chemistry problems, 
physically appropriate perturbation measures are usu- 
ally linear in the number density or mixing ratios of the 
constituents. One such measure is what we will call the 

integral measure: 

N 

AzlZ WlinCH3Br(Zi)+ w2inBr.•,(zi)l , (14) 
i--1 

with w as a weighting factor. This measure is a weighted 
column abundance of the species. The weights can be 
chosen so that the abundances of chosen species at cho- 
sen locations contribute to the measure. An example 
application of (14) is to the measurement of pertur- 
bations in Br• mixing ratio at specified locations in 
the stratosphere which may be of interest for assess- 
ing ozone depletion potential. For this example, Wli 
are taken as zero and W2i are taken as nonzero only 
at the levels of interest for the assessment. Note that 

the integral measure is not a norm, because there exist 
nonzero perturbations for which the integral measure 
is zero. (A vector norm is a function f from R n to R 
that satisfies the following requirements: f(x) > 0 and 
f (x) : 0 if and only if x = 0, f (x + y) < f (x) + f (y), 
and f(c•x) = ]lf(x) for all vectors x, y, and all scalars 
c•.) 

It is convenient to introduce a weighting matrix W 
to define the most general linear integral measure of 
chemical perturbations: 

[n]w - Az I•-• y•wijnil, (15) 
i=1 j=l 

where W is the species measurement weighting matrix 
and N, is the total dimension of the system (in the 
example above N, - 2N and W is diagonal with ele- 
ments along the diagonal equal to the w values in (14)). 
When all species abundances contribute equally to the 
measure, W - I (where I is the identity) and the in- 
tegral measure will be denoted [hi, without reference to 
the weighting matrix. (Note that the identity integral 
measure of the vector Wn is equal to the W integral 

measure of n, i.e., [Wn] - [n]w. Asaresult, only 
the identity integral measure is needed: when a state n 
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is to be measured with weighting matrix W, it suffices 
to calculate the identity integral measure of Wn.) 

The linear measure with weighting matrix W is used 
to quantify abundances at a time t after the introduc- 
tion of the initial perturbation. While the final state is 
measured with the integral measure, which need not be 
a norm, it is not sensible to measure the initial state 
in the same manner. The reason is that the integral 
measure can assign zero measure to nonzero perturba- 
tions, because initial perturbations of both signs can 
be introduced which have zero integral measure. It is 
necessary to measure the initial perturbations with a 
norm, i.e., with a measure that will give positive mag- 
nitude to all nonzero perturbations. We will employ a 
norm consisting of a weighted sum of the absolute val- 
ues of mixing ratios (or number densities depending on 
context) defined as 

Ns Ns 

i--1 

which is the L1 norm of the weighted vector Wn. (The 
L1 norm of a vector is equal to the sum of the absolute 
value of its entries, i.e., I Inlll = Y•41 nil') 

It is common in chemistry problems for the solution 
fields to be of one sign for initial perturbations of one 
sign (which requires that the propagator matrix •(t) 
have all its elements of one sign). In these cases the 
integral measure given in (15) is equivalent to the L1 
norm, as negative perturbations can not arise if not 
introduced initially, so that the absolute value is redun- 
dant in (15). For example, the CH3Br/Bry system has 
a propagator with all positive elements for which the 
L1 norm is appropriate. 

4. Determining Optimal Growth 

Having fixed the measures with which to quantify 
chemical perturbations, we consider the initial pertur- 
bation that produces the greatest net change at time t 
(the proofs and details of the methods can be found in 
appendix A). The ratio of the abundances at time t to 
the initial abundance will be called the growth at time t. 
The maximization problem we consider is to determine 
the initial state n(0) of unit norm, i.e., IIn(0)lll - 1, 
producing the state of maximum norm at time t, i.e., 

max [n(t)] : max [wf •I' (t)n(0)l Iln(O)lll=l WS 11n(O)111=1 

: I wx(t)11 , (17) 

where W f is a measuring weighting matrix of the final 
state (FSW). The optimal growth in this case is denoted 
IIW½)11 in order to indicate that it depends on the 
propagator at the optimization time t and on the final 
weighting matrix W •. 

We may want to treat a more general optimization 
problem in which there is weighting imposed also on the 

initial states in order, for example, to emphasize certain 
chemical constituents more than others, or to emphasize 
initial perturbations in selected regions. This can be 
done by formulating the maximization problem of deter- 
mining the initial perturbation n(0) of unit norm that 
maximizes [Wf•(t)Win(0)], where W i is a weighting 
matrix of the initial state (ISW). By this means we con- 
sider all initial perturbations and transfer the biases in 
their relative importance to the weighting matrix W i. 
For example, in the CH3Br/Bry system we can allow 
initial perturbations only in CH3Br, in which case W i 
is the diagonal matrix WaiSij ( a = 1, 2), with Wli = 1, 
i=l, ... N, andw2i=0foralli. 

The initial perturbation producing the maximum per- 
turbation at time t, called the optimization time, is 
called the optimal perturbation, and the associated 
maximum response resulting at time t is called the 
evolved optimal, and its measure is called the optimal 
growth. The optimal growth at time t is defined as 

- max [WY •I, (t)Win(0)l (18) IIW(t)w11 iin(0)111= 1 ' 
where the notation maxlln(0)111= 1 denotes maximization 
over initial perturbations n(0) of unit norm and the op- 
timal growth is denoted as I I wy •(t) Will to indicate 
that it depends on the propagator at the optimization 
time t and on the final and initial state weighting ma- 
trices W f and W i. 

Remarkably, the optimal perturbation so defined con- 
sists of excitation of a single species at the level cor- 
responding to ,the column of greatest absolute sum of 
W y •(t) W i, and the optimal growth is this sum (ap- 
pendix A). In the continuous limit the optimal pertur- 
bation approaches a delta function of a single species at 
a specific level. This delta function subsequently evolves 
with time as the Green's function of the operator. A 
similar result is obtained if the final state is measured 

in the L1 norm, except in this case the optimal pertur- 
bation consists of excitation of a single species at the 
level corresponding to the column of W y •(t) W i with 
the greatest sum of the absolute values of its elements, 
and the optimal growth is this sum. 

The same magnitude of perturbation growth is ob- 
tained for the positive and the negative delta functions: 
in the first case we have identified the perturbation with 
growth of greatest positive measure, while in the second 
case we have identified the perturbation with growth of 
greatest negative measure. In general, the initial per- 
turbation producing the final perturbation of minimum 
magnitude in the integral measure is not a spatial delta 
function of a single species. However, the minimum 
growth in magnitude in the L1 norm is a delta function 
of a single species at the single location corresponding 
to the column of W f •I,(t) W i with minimum sum of 
the absolute value of its elements. We can exploit this 
simple result when minimum impact is sought in the 
integral measure even in cases when positivity of the 
unrestricted propagator is not assured, because it is of- 
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ten possible to choose an appropriate FSW to ensure 
positivity and allow the minimum to be identified with 
a delta function initial perturbation as the integral mea- 
sure then becomes the L1 norm. 

It is a remarkable property that if the propagator is 
known, then we can determine the optimal perturbation 
in the integral measure by determining the column of 
the propagator with the maximum absolute sum. While 
for small-dimensional examples, obtaining the propaga- 
tor with matrix manipulations is certainly possible, this 
is impossible in large global chemical models. The prop- 
agator could be obtained in that case by integrating for- 
ward the identity matrix, which requires a number of 
integrations equal to the dimensionality of the system. 
However, this is a numerically expensive procedure. In 
meteorology where L2 optimal perturbations are ob- 
tained routinely in the course of operational forecast- 
ing, this problem is solved by singular value decompo- 
sition using iterative techniques based on forward time 
integration of the model, followed by backward integra- 
tion of the adjoint model until a subset of optimaIs and 
evolved optimaIs has been found. Because of the linear- 
ity of the measure in chemical models, a great simplifi- 
cation occurs, and chemical optimal perturbations can 
be determined by a single integration of the transposed 
dynamical system. 

This result follows immediately from the observa- 
tion that the transposed dynamical system, with dy- 
namical operator A T, has as its propagator •(t) T, 
as (•gAt)T __• •gATt. Consider the initial condition 
n(0) = [1, 1,..., 1] T. This initial condition will evolve 
to 

fi(t) = •(t)Tn(0) , (19) 
which is a vector with entries the sums of the columns of 

ß (t). The entry of fi(t) with the maximum value deter- 
mines the optimal growth at time t. If this maximum 
value occurs at the kth entry of fi(t), then the opti- 
mal perturbation is the unit vector riop•, with entries 
(riop•)i = •iu. The evolved optimal is then obtained 
by forward integration to time t of the system with ini- 
tial condition riop•. Therefore, without obtaining the 
propagator we can determine the optimal perturbation 
with a single adjoint integration and the evolved opti- 
mal with one more integration of the system. 

If, now, we want to determine the perturbation that 
leads to the optimal growth IIW Wll, we con- 
sider the initial condition 

n(0) : (Wf) T [1,1,-..,1] T , (20) 

which we integrate forward by the transpose system A T 
to obtain 

fi(t) = •I,(t)•n(0) . (21) 

The maximum entry of (wi)Tfi(t) is the optimal growth. 
If the maximum occurs at the kth entry of (wi)Tfi(t), 
then the optimal perturbation is the unit vector riopt, 
with entries (nopt)i : 5ik. The evolved optimal is then 

obtained by forward integration to time t of the system 
with initial condition riopt. 

In the asymptotic limit t -• oc, all initial perturba- 
tions assume the structure of the least damped mode 
and decay at a rate given by the real part of the least 
damped mode eigenvalue. This suggests the problem 
of determining the initial perturbation which optimally 
excites the least damped mode and consequently pro- 
duces the greatest disturbance to the system as t 
In the integral measure it turns out that the initial per- 
turbation that optimally excites the least damped mode 
is a delta function of a single species located at the 
level corresponding to the maximum amplitude not of 
the mode itself but of its quite distinct bi-orthogonal 
(see section 1). The proof of this theorem is given in 
appendix B. The structure of the bi-orthogonal differs 
from that of the mode in nonnormal systems. The bi- 
orthogonal can be obtained either by inverting the ma- 
trix of the eigenvectors or by eigenanalysis of the trans- 
pose operator A T . 

Often it is required to maximize the integrated con- 
centration of a species at a chosen location after a pulsed 
emission. For example, the ozone depletion potential is 
given by the time integral of Bry concentration in the 
stratosphere [Prather, 1996, 1997]. It is thus required 
to obtain 

(/0 [ wf ½Aldt will- [I-WfA-lwill, (22) 

for some initial weighting W i and final weighting W f. 
The solution to this problem is to locate the pulse at 
a level corresponding to the column of W y A -1 W i 
with the maximum absolute sum. 

5. Example 

As an example, consider the CH3Br/Bry system. The 
eigenmodes of this system can be separated into two 
classes: modes that involve only Bry perturbations (the 
Br modes) and those that involve both CH3Br and Bry 
perturbations (the CH3Br modes) [Prather, 1997]. The 
least damped CH3Br mode with only diffusion (no ad- 
vection) is shown as curve 1 in Figure 2; it has a decay 
time of 2.1 years. Its bi-orthogonal (for calculation of 
the bi-orthogonal see section 1) consists of only CH3Br 
perturbation and is also shown in Figure 2 (curve 2). 
Optimal excitation in the integral measure of this least 
damped CH3Br mode is obtained by placing a CH3Br 
perturbation in number density at 19.4 km, where the 
bi-orthogonal reaches its maximum, which results in ap- 
proximately a twofold increase in amplitude of the mode 
over introduction of the mode itself as an initial pertur- 
bation. Advection reduces the decay times and shifts 
the maximum amplitude of the mode to higher altitudes 
while its bi-orthogonal is shifted toward the ground as 
can be shown in Figure 3 for the case of maximum ad- 
vection w - 300 m d -• in the midtroposphere and 
w = 30 m d -• in the stratosphere (see Figure lb). 



9310 FARRELL AND IOANNOU: PERTURBATION DYNAMICS IN ATMOSPHERIC CHEMISTRY 

50 [ ' ' ' 45 

40- 

35 

30 

20 

15 

10 

5 

0 
0 0.2 0.4 0.6 0.8 

CH3Br number density ( m -3) 

45 

4O 

35 

3O 

•' 25 

2O 

0 i i i 
0 0.05 0.1 0.15 0.2 

Br number density ( m -3) 
y 

Figure 2. (left) CH3Br number density. (right) Bry number density. Curve I shows the vertical 
structure of the least damped CH3Br mode for zero advection (decay time 2.1 years). Curve 
2 shows the bi-orthogonal of this mode which comprises only a CH3Br perturbation. Optimal 
excitation of the mode in the integral measure is achieved by placing unit CH3Br perturbation 
at 19.4 km where the bi-orthogonal has its maxi]num. The modes have been normalized to unity 
in L2. 

For this case the least damped CH3Br mode (curve 
1) has a decay time of 1.48 year. Its bi-orthogonal 
(curve 2) is again a perturbation in CH3Br alone. The 
optimal excitation is impulsive introduction of CH3Br 
at the ground, which leads to a factor 1.6 increase in 
the amplitude of the mode compared with the ampli- 
tude that would have been obtained if the mode itself 

were introduced initially. Examination of the structure 
of the bi-orthogonals in Figures 2 and 3 reveals that 
the least damped mode can be effectively excited by 
CH3Br perturbations in the stratosphere in the example 
with diffusion only (Figure 2) while inclusion of advec- 
tion in the dynamics renders CH3Br perturbations in 
the stratosphere totally ineffective in exciting the least 
damped mode (Figure 3). 

As an example of optimal excitation, we consider 
the problem of finding the initial perturbations with 
the greatest ozone depletion potential which requires a 
FSW that identifies the mixing ratio concentrations of 
Bry in the lower stratosphere. For that purpose a suit- 
able final state weighting is W y = P M, where M is 
the matrix (equation (12)) that converts number densi- 
ties into mixing ratios and P projects the final state to 
the Bry species at 20 km; that is, Pk! - 5l•5k! (no sum- 
mation), where c• is the index of Bry at the level of 20 
kin. We allow initial number density perturbations only 
in CH3Br, so the initial state weighting is W• l - 5kl for 
the CH3Br entries (k, 1 _• N) and zero otherwise. We 
normalize the initial CH3Br to correspond to the num- 
ber density that would result in a mixing ratio of 1 parts 

per trillion (ppt) over the first 2 km above the ground. 
The optimal growth at time t is given by the integral 
measure of the propagator IlWYeAtWill (see equation 
(18)), which because of positivity of the propagator is 
the same as its L1 norm which equals the greatest ab- 
solute column sum of the matrix WYeAtW i. 

The optimal mixing ratio of Bry at 20 km and the 
location of the initial CH3Br perturbation as a func- 
tion of time are shown in Figure 4 for the case in which 
both advection and diffusion are present. The evolu- 
tion of two optimal initial conditions is also shown: the 
optimal for 6 years and the optimal for 2 months. For 
large times (in this model for t > 5.5 years), optimal 
mixing ratios of Bry are obtained by placing the CH3Br 
perturbation at the ground. For intermediate times it 
is best to place the CH3Br perturbation at the top of 
the stratosphere, while for the shortest times the opti- 
mal is near the target level. The level of injection that 
would result in the least CH3Br response is also shown 
in figure 4. The maximum possible growth is called the 
global optimal, and it occurs at a time which will be 
referred to as a global optimal time. For the chosen 
parameters this is 1 year. Consequently, at least for a 
year following the introduction of a perturbation, decay 
time estimates based on the inverse of the decay rate of 
the least damped mode are not valid. In fact, for the 
chosen parameters the least damped mode decay rate 
(decay time of 1.48 years) is not obtained until 4 years 
after an impulsive excitation. 

The global optimal time decreases with increasing ad- 
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Figure 3. (left) CH3Br number density. (right) Bry number density. Curve 1 shows the vertical 
structure of the least damped CH3Br mode with advection. The decay time of the mode is 1.48 
years. Curve 2 shows the bi-orthogonal of this mode which comprises only a CH3Br perturba- 
tion. Optimal excitation of the mode in the integral measure is achieved by placing unit CH3Br 
perturbation at the ground where the bi-orthogonal has its maximum. The modes have been 
normalized to unity in L2. 
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Figure 4. (left) Optimal growth of Bry mixing ratio (parts per trillion (ppt)) at 20 km as a 
function of optimization time. Optimization time is defined as the time selected to calculate 
the maximum possible growth (the optimal growth) in the system as quantified by the selected 
measure of chemical perturbations, which is here the mixing ratio of Bru at 20 km. Only CHaBr 
initial perturbations are considered. The amount released at the ground over a grid interval Az 
is equivalent to 1 ppt over the first 2 km (4.8 x 1016 m-2). Both advection and diffusion are 
included. Dashed curve 1 shows the time evolution of the 2 month optimal perturbation. Dashed 
curve 2 shows the time evolution of the 6 year optimal perturbation, which is initially at the 
ground. (right) Height (kilometers) of the optimal CH3Br perturbation is shown as a function of 
optimization time (curve 1). Height (kilometers) of the initial perturbation in CH3Br that leads 
to the least response in Bry mixing ratio at 20 km is shown as a function of optimization time 
(curve 2). 
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Figure 5. (left) Optimal growth of Bry mixing ratio (ppt) at 20 km as a function of optimization 
time. Optimization time is defined as the time selected to calculate the maximum possible growth 
(the optimal growth) in the system as quantified by the selected measure of chemical perturbations 
which is here the mixing ratio of Bry at 20 km. Only CH3Br initial perturbations are considered. 
The amount released at the ground over a grid interval Az is equivalent to 1 ppt over the first 
2 km (4.8 x 1016 m-2). Only diffusion is included (no advection). (right) Height (kilometers) of 
the optimal CH3Br perturbation is shown as a function of optimization time (curve 1). Height 
(kilometers) of the initial perturbation in CHaBr that leads to the least response in Bry mixing 
ratio at 20 km is shown as a function of optimization time (curve 2). 

vection, while the qualitative features of the optimal 
excitation remain. The optimal growth and levels of 
optimal excitation for different optimizing times with 
no advection are shown in Figure 5. The optimal level 
for CH3Br perturbations is always aloft, while perturba- 
tions at the ground produce the minimal response. The 
global optimal time is about 2 years and the asymptotic 
decay time of 2.1 years is obtained after 5 years. Again, 
estimates of species lifetime based on the asymptotic 
decay of the least damped mode of the system are valid 
only after the transient buildup phase has ended, which 
in our example requires 4 years. 

6. Lifetimes 

Traditional methods for analyzing response of chemi- 
cal equilibria to perturbation proceed from the concept 
of a representative lifetime. If a chemical equilibrium 
concentration n(t) were governed by a scalar differential 
equation of the form 

dn 
: -an + p , (23) dt 

then an initial perturbation n(0) would decay back to- 
ward the equilibrium concentration p/o• as 

- P-, 

and a decay timescale rct = 1/a characterizing the 
return of the system to equilibrium is well founded. 
Also, the reservoir turnover time given by the steady 
state abundance n(oc) - p/c• divided by the forcing 
P, •-r : n(oc)/p: 1/c•, is equal to Td and is also well 
founded. However, if the system is multidimensional, 
then there are as many such timescales as the dimen- 
sion of the system, because each mode has an associated 
timescale given by the reciprocal of its damping rate. 

To further examine the concept of a representative 
lifetime, we first obtain a reservoir turnover time for 
our nonnormal system by solving the forced equation 

dn 
: An + p(t) , (25) dt 

for a time-varying forcing p(t) with mean p. The mean 
state forced response (appendix D) is 

fi -- -- A -1 • ß (26) 

If the forcing is confined to CH3Br at the ground level 
and the amplitude of the forcing is chosen to produce 10 
ppt at the ground at equilibrium, the resulting profile is 
as shown in Figure 6. The reservoir timescale is found 
by taking the ratio of the total abundance (m -3) to the 
input rate (m -3 s-1): 
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Figure 6. Mixing ratio maintained by a fluctuating source of CH3Br at the ground. The source 
has a mean of 0.09 ppt d -1 and a variance of 1 ppt 2 (12 min) -2. Vertical advection is included. 
(left) Vertical distribution of mean CH3Br. (right) Vertical distribution of Bry. The dashed 
curves signify one standard deviation from the mean. 

I111 (27> 

This timescale is sensitive to the location of the forcing 
and to the nonnormality of A (for an explanation, see 
appendix D). The result of moving the forcing is shown 
in Figure 7. The reservoir timescale does not accurately 
reflect either the decay rate of transient perturbations 
at short time or the asymptotic decay rate at long times. 

An alternative timescale is the relaxation timescale 
obtained after removal of the steady forcing maintain- 
ing the equilibrium state. This produces a continual 
variation of decay rates, implying decay times varying 
as 

dt , (28) 

finally approaching the decay time of the least damped 
mode. This timescale depends on time elapsed since re- 

of both species in the presence of advection are domi- 
nated by nonnormality while the number density evolu- 
tion of CH3Br in the diffusive case is essentially that of 
a normal system. The degree of nonnormality depends 
on the variable we choose to study. As an example, the 
relaxation timescales for mixing ratios in the purely dif- 
fusive case are compared in Figure 9 to the relaxation 
times for number density. It is clear that the timescales 
depend on the choice of variable and also that the dy- 
namics of mixing ratios have a greater degree of nonnor- 
mality than do the dynamics of number densities. The 
relaxation of CH3Br is determined by a highly nonnor- 
mal operator when the variable is mixing ratio while 
when the variable is number density the governing op- 
erator is essentially normal. As a result, the decay times 
for mixing ratio are initially greatly increased compared 
with the decay times for number density. However, if 
one waits long enough for the asymptotic regime to be 
obtained, then the relaxation timescale becomes the de- 
cay time of the least damped mode which is sometimes 

moval of the forcing, on the location of the forcing, and thought to be the sole fundamental timescale of the sys- 
on the nonnormality of the evolution operator through 
the condition number of A-1. An example for forcing of 
CH3Br at the ground is shown in Figure 8. Relaxation 
from the equilibrium state of a normal system proceeds 
with the instantaneous decay times monotonically in- 
creasing and asymptotically approaching the decay time 
of the least damped mode. Examination of Figure 9 re- 
veals that this is not the case for the evolution of either 

CH3Br or Bry in the advecting case and is true only for 

tom. 

A third timescale is obtained from observing the size 
of fluctuations in the system. The fluctuation vari- 
ance maintained by forcing CH3Br stochastically at the 
ground is shown in Figure 6 (appendix C). In analogy 
with a scalar equation, 

d• 
= -cm + 7•t, (29) 

relaxation of CH3Br in the purely diffusive case. This with •t as a white noise forcing with zero mean and unit 
reveals that the dynamics of number density evolution variance. The maintained variance is 
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Figure 8. Timescales for relaxation from the equilibrium produced by a constant CH3Br source 
at the ground. (left) Instantaneous decay rate of CH3Br expressed as a timescale as a function 
of time from removal of the source. Curve I shows relaxation timescales with only diffusion 
included. Curve 2 shows relaxation timescales with both advection and diffusion included. (right) 
Instantaneous decay rate of Bry expressed as a timescale as a function of time from removal of 
the source. Curve 1 shows instantaneous decay rates with only diffusion included. Curve 2 shows 
instantaneous decay rates with both advection and diffusion included. In all cases the decay time 
approaches that of the least damped mode for large t, but for an interval of time of approximately 
5 years after removal of the source, the decay time differs substantially from that of the least 
damped mode. 
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Figure 9. Relaxation timescales from an equilibrium state produced by a constant CH3Br source 
at the ground for the case of no advection. The influence of variable choice is revealed by the 
contrast between two cases. Curve 1 shows the instantaneous decay time of number density as 
a function of time from removal of the source. (left) CH3Br. (right) Bry. Curve 2 shows the 
instantaneous decay time of mixing ratio as a function of time from removal of the source. 

<•2> - 23' (30) 
from which the timescale 

ry -- .),2 (31) 
can be estimated. For our example the mean mixing 
ratio variance in the troposphere together with the forc- 
ing at the ground yield from (31) a timescale of 25 
days. This estimated timescale is short because white 
noise forcing projects substantially on modes which are 
damped more rapidly than the modes primarily excited 
by the zero-frequency mean forcing. This frequency de- 
pendence of the timescale can be examined further by 
Fourier analysis of the perturbation version of (25)' 

dn t 
= An' + p'(/), (32) dt 

where p'(/) - p(/) - •; with transformed variable 

I nt(t)e_i•td t (33) oo ' 
the response at frequency co for the transformed forc- 
ings, 

I p'(t)e •(co) - • oo - dr, (34) 
weighted by W i can be expressed as 

- w (35) 

in terms of the resolvent: 

R = (icoI- A) -• , (36) 

where I is the identity. In analogy with (21) we can 
define a damping time as a function of frequency to be 
the ratio of the total abundance (m -3) to the input rate 
(m -3 s-1). For sinusoidal forcing at frequency co this 
timescale is 

l] a()II1 (37) 

At zero frequency this damping time is identical to the 
reservoir turnover time, but the damping time dramat- 
ically decreases with increasing frequency as shown in 
Figure 10. Consequently, timescales based on reservoir 
turnover time overestimate the persistence of perturba- 
tions associated with small temporal scale which have 
high frequency components in their Fourier representa- 
tion. 

When all frequencies are excited equally as would be 
the case for uncorrelated white noise forcing of unit vari- 

ance, i.e., < 13i(co•) /3j(co2) > - (•ij (•(col- co2)/27r, 
the mean ensemble response variance weighted by W y , 
fi = Wfn, is 

1 F(co) dco (38) 

in which the power spectrum is given by 

F(co) = trace (W f R W i W iT R f wfT), (39) 
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Figure 10. The damping time of troposphere-averaged CH3Br number density (years) as a 
function of the frequency of the forcing of CH3Br at the ground (cycles per year). Dashed curve 
shows damping time with only diffusion included. Continuous curve shows damping time with 
both advection and diffusion included. 

where I denotes the hermitian transpose and • ifil2 • 
denotes the stationary ensemble variance. For forcing 
at the ground the power spectrum of mean CH3Br mix- 
ing ratio variance over the troposphere (0- 10 km) is 
shown in Figure 11 for forcing fluctuations with stan- 
dard deviation 1 ppt per 12 min, as was used in the 
example shown in Figure 6. 

7. Conclusions 

A central problem in chemical dynamics is to de- 
termine the response of chemical equilibria to pertur- 
bation. This problem arises, for instance, in connec- 
tion with assessing the impact of natural or anthro- 
pogenic sources. Traditional methods for addressing 
this problem include estimation of lifetimes from reser- 
voir turnover times at equilibrium and calculation of 
modal decay rates. However, these methods may not 
be adequate to comprehensively analyze the response of 
chemical equilibria to perturbation particularly in cases 
in which these systems are nonnormal. Properties of the 
solutions of nonnormal systems are most effectively re- 
vealed by analysis of the system propagator. Methods 
based on the system propagator generalize directly to 
time-dependent problems while methods based on eige- 
nanalysis do not generalize, because eigenmodes are not 
defined for time-varying systems. Among the general 
properties obtained using the methods of nonnormal 
system analysis which were illustrated using a model 
system in this work are bounds on optimal growth in 

the L• norm (sum of the absolute values of concentra- 
tions) and integral measure (absolute value of the sum 
of concentrations), the resulting growth as a function of 
time, the perturbation producing the optimal growth, 
the time period after which asymptotic decay rates are 
obtained, the response of the system to stochastic forc- 
ing applied impulsively and continually, and measures 
of timescales. 

Because the perturbation chemical equilibrium sys- 
tem is linear and the appropriate measures are also lin- 
ear, the optimal perturbation is a delta function cor- 
responding to the introduction of a disturbance in the 
concentration of a single species at a single spatial lo- 
cation. At least conceptually, this greatly simplifies the 
problem of determining the optimal, because only a 
number of points equal to the dimension of the sys- 
tem are candidate optimaIs, while to determine the op- 
timal in the L2 norm, which is nonzero at all levels, 
it is. necessary to search all vectors n in R N satisfying 
[[n[12 = 1, where N is the dimension of the system, 
which is a far wider space of candidate optimaIs. Re- 
markably, in the linear measures appropriate for chem- 
istry a far greater simplification is possible: the optimal 
can be determined by inspection of the components of 
a single vector obtained from integration of the trans- 
posed system matrix. 

The optimal excitation of a mode was found to be a 
delta function at the location corresponding to the max- 
imum absolute value of the bi-orthogonal of the mode 
rather than of the mode itself. If the mode excited is 
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Figure 11. Power spectrum of CHaBr mixing ratio variance averaged over the troposphere 
(0- 10 km) resulting from white noise forcing of CHaBr at the ground. The frequencies shown 
correspond to periods longer than a day. The peak response occurs for stationary forcing, and 
the response falls off rapidly with increasing frequency. Vertical advection is included. 

the least damped mode, this corresponds to excitation 
of the most persistent perturbation. The excitation of 
the mode by placing a delta function initial concentra- 
tion at the location where the absolute value of the bi- 
orthogonal is maximum leads to excitation of the mode 
at an amplitude which may far exceed the magnitude 
that would have been obtained if the mode itself were 
introduced initially (in the simple CH3/Bry example 
this led to a twofold increase of the amplitude of the 
least damped mode). 

A single timescale for perturbations to a chemical 
equilibrium system with more than one degree of free- 
dom does not exist, and only in the case that a single 
mode is excited is a single timescale obtained, and the 
timescale associated with the decay rate of the least 
damped mode is appropriate only in the asymptotic 
limit, assuming that a spectrum of modes is excited. 
Timescales based on reservoir turnover times and on re- 
laxation from equilibrium depend on the spatial distri- 
bution of the species at equilibrium and the nonnormal- 
ity of the system matrix. Moreover, reservoir timescales 
and timescales based on relaxation from equilibrium de- 
pend on the nonnormality of the operator, which in turn 
depends on the variable chosen and the measure used. 
Timescales obtained from observations of fluctuation 
variance require knowledge of the spatial distribution 
of the forcing and are, in general, short compared to 
the reservoir and relaxation from equilibrium timescales 
due to the excitation of highly damped high-frequency 
perturbations. 

Appendix A' Optimal Growth and 
Optimal Perturbations in the 
Integral Measure 

Consider the N x N propagator matrix •(t) and a 
vector of number densities n = E/N--1 'Yi e i where 
e i is the canonical basis column vector with elements 

i __ •ij and Ei=I ]"/i[ •- I so that ]ln]11 -- I We ej • ß 
have 

N N 

i--1 j--1 

N N 

j--1 i--1 

max Z •)ij (t) , (A1) 
J i--1 

where the last inequality follows from the fact that each 
[ffi[ •_ 1 and the maximum sum over j corresponds to 
the column of •(t) with maximum absolute sum. The 

maximum value of [(I)(t)n] over all unit vectors n is 
attained for the canonical basis vector n = eJ, where j 
is the column of (I)(t) with the maximum absolute sum. 
We have proven that the optimal growth in the inte- 
gral measure of the propagator, I[•(t)[[, is the largest 
absolute column sum of (I)(t) and that the optimal vec- 
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tor producing this growth is the canonical basis vector 
corresponding to this column. 

Similar results hold if instead of the integral mea- 
sure, we consider the L1 norm. The maximum value 
of [[(I)(t)n[[1 over vectors n of unit norm is attained for 
the canonical basis vector n - e j, where j is the col- 
umn of (I)(t) with the maximum sum of the absolute 
values of its elements. Additionally, the perturbation 
producing the minimal disturbance in L1 (although not 
necessarily in integral measure) is a canonical basis vec- 
tor corresponding to the minimum column sum of the 
absolute values of the propagator. 

This theorem permits a rapid search for the optimal 
growth and its optimal excitation. It is only required to 
determine the column of the propagator with maximum 
absolute sum. The optimal perturbation will be a unit 
perturbation at the corresponding level. 

Although linear measures are often most appropriate 
for measuring chemical perturbations, in order to fix 
ideas it is useful first to consider the case in which the 

chosen perturbation measure is the L2 norm. Then the 
optimal growth at time t is the norm of the weighted 
propagator initial perturbations of unit euclidean mag- 
nitude: 

IlWf w11. - max IlWf . (A2) 

Optimal growth at • in the L2 norm is found by singular- 
value decomposition of the propagator wfcAtw i, and 
by this means a complete set of orthogonal perturba- 
tions is obtained, which can be ordered according to 
growth [Farrell and Ioannou, 1996a]. Analysis of tran- 
sient growth in the integral measure appropriate for 
chemistry is less complete than that based on the L2 
norm, because this measure is not derived from an in- 
ner product, and consequently there is no associated 
concept of orthogonality by which to separate pertur- 
bations so that the perturbations can be ordered in con- 
tribution to the vector norm. 

The results on the optimal perturbation in the inte- 
gral norm can be illustrated and related to the familiar 
properties of the L•. norm by considering the action on 
unit vectors of the model 2 x 2 propagator: 

(I)(•) - ( -1 -2) (A3) 4 4 ' 

In the L•. norm the locus of the initial vectors of unit 
norm [[n[[•. = 1 is a unit circle in the (nx,n2) plane 
which is distorted into an ellipse by the action of the 
propagator matrix as illustrated in Figure 12. The 
length of the major semi-axis of this ellipse OB / gives 
the optimal growth, and the vector OB that is mapped 
to it is the optimal vector producing this growth. For 
this specific example the L2 norm of the matrix is 6.05. 

Consider now the unit vectors in the L x norm. The 

locus of initial vectors of unit norm [In[Ix - 1 is the 
inscribed square which intersects the unit circle at the 
coordinate axes. This square is distorted into a paral- 

I 

-2 0 2 4 

Figure 12. The result of applying the model 2 x 2 
propagator (equation (A3)) to unit vectors in L2 (the 
circle) and to unit vectors in L1 (inscribed square). 
The optimal vector in L2 is OB, which is mapped to 
the evolved optimal coincident with the semimajor axis 
OB • of length 6.05, leading to I1•11• = 6.05. The 
optimal vector in L1 is OC, and the L1 norm of the 
evolved optimal, OC', is IIlll - 6. The optimal vec- 
tor in integral measure is OA, and it is mapped to the 
evolved optimal OA' with integral measure [•] = 3. 

lelogram inscribed in the ellipse by the action of the 
propagator. We know from the above theorem that 
the optimal perturbation is located at one of the ver- 
tices of the inscribed square. A check of the vertices of 
the inscribed square reveals that the vertex C, which 
is mapped to C •, is the optimal perturbation in the 
L1 norm, and the optimal growth is the L1 norm of 
OC', which is IIOC'111 = 6. The maximum growth in 
the integral measure is also achieved at one of the ver- 
tices, and a check of the vertices of the inscribed square 
reveals that this optimal perturbation is A, which is 
mapped to A'. The optimal growth is the integral mea- 
sure of OA', which is [OA'] -- 3. Because the elements 
of the propagator (I) have mixed signs the maximum 
absolute sum of the columns (the integral measure) dif- 
fers from the sum of the absolute values of the columns 

(the L1 norm). Note that in the L1 norm and in the 
integral measure a vertex of the unit simplex is the op- 
timal perturbation, and in the L1 norm a vertex is also 
the perturbation resulting in minimal growth at time t. 
However, this property that the perturbation of mini- 
mal growth is at a vertex is not shared by the integral 
measure in which because of cancelation that may occur 
if the propagator has entries of both signs, a perturba- 
tion with zero growth can exist which is not associated 
with a vertex of the unit simplex. 
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Appendix B: Optimal Lx Excitations 
in the Asymptotic Limits 

Consider first the t -• c• limit. We amicipate that 
every perturbation will assume the structure of the least 
damped mode in this limit. A similarity transformation 
diagonalizes the propagator: e At = U D U -1, where 
U is the column matrix of the eigenvectors ordered ac- 
cording to Re(A), where A is the eigenvalue of the cor- 
responding eigenvector, and D is the diagonal matrix 
with elements e xt . For large time the first diagonal el- 
ement of D will exponentially dominate, so that with 
exponential accuracy we obtain 

N 

[]•At[[_ •Re(A1)t •.•X [[ (U-1)lj [] IZ (B1) 
i 

where X• is the eigenvalue of the least damped mode, 
Ui• denotes an element of the eigenvector of the least 
damped mode which we wish to optimally excite, and 

[(U-X) T] are the elements of its hi-orthogonal. The jl 

optimal excitation is seen to occur for a delta function at 
the location of the maximum absolute amplitude of the 
hi-orthogonal rather than at the maximum of the mode 
itself as might have been anticipated. This result con- 
trasts with the optimal excitation of the least damped 
mode in the L2 norm. In that case the hi-orthogonal 
of the least damped mode itself optimally excites the 
mode [Farrell and Ioannou, 1996a]. If eigenanalysis of 
A is not feasible, the optimal excitation of the least 
damped mode can be identified as the dominant vector 
in the limit t -• c• in the transposed system, which is 
the hi-orthogonal of the least damped mode. 

In the t -• 0 limit the appropriate problem is to de- 
termine the initial perturbation, n, of unit L• norm 
that leads to maximum instantaneous growth rate in 
the integral measure. This is given by 

g = lim IleAtll- 1 = lim IlI+ Atll - 1 (B2) 
t•O t t•O t 

the second equality is obtained by Taylor expanding the 
propagator. The maximum growth rate is, in general, 
the maximum absolute sum obtained by a column of A, 
and the perturbation that produces it is the canonical 
basis vector at the column of A corresponding to this 
maximum column sum (note that this is different from 
]lAlll, which is the maximum obtained by a sum of 
absolute values of the columns of A). 

We may also obtain the perturbation that instanta- 
neously grows most rapidly in the L1 norm. An analysis 
similar to that above leads to the result that this max- 

imum growth rate is the maximum sum of the columns 
of the matrix with elements 

cij - { IAjl i •: j (B3) Aij i - j, 

and the perturbation that produces it is the canonical 

basis vector that corresponds to the column of C with 
the maximum column sum (note that this is again dif- 
ferent from IIAII•, unless all elements of A are positive). 
In the L• norm we can also determine the perturbation 
that leads to the minimum instantaneous growth rate: 
this perturbation is corresponding to the column of C 
with minimum column sum of absolute values. 

Appendix C' Mean and Variance 
of the Statistical Steady State 

C1. Continual Stochastic Forcing 

Consider the response to continual stochastic forcing. 
Assuming hi(O) -- 0, the forced response at time t is 

hi(t) = •A(t-s) Wjk pk(s) ds (C1) 

where the propagator is e At, W is the structure matrix 
of the forcing, and the vector forcings are considered to 
be white noise in space and time, i.e., < p•(t)pt(s) 
5•5(t- s). The central limit theorem implies that the 
distribution of the evolved vector hi(t) approaches nor- 
mal with mean at time t: 

Q•ot -A(t-s) Wjk d$ ) Pk , (C2) hi(t) - 

which as t -• c• becomes 

- - (ca) 
The variance of ni (t) at each level can be obtained from 
the matrix 

C t = e A(t-s) W i W iT e Ar(t-s) ds, (C4) 

which satisfies the Lyapunov equation [Farrell and Ioan- 
non, 1996a] 

AC • + C •Ar = -W iw •r , (C5) 

asymptotically as t -+ 
is Ci•. Knowing the mean and the variance of ni per- 
mits calculation of all statistical moments. An equiva- 
lent alternative view proceeds from Fourier analysis of 

the dynamical system to obtain the stochastic frequency 
response [Farrell and Ioannou, 1996a]. 

C2. Response to Impulsive Introduction 
of an Ensemble of Initial Perturbations 

Consider now the expected growth of an ensemble 
of initial perturbations, n(0). The central limit theo- 
rem implies that the distribution of the evolved vector 

hi(t) - Y•.7= • •ij(t) nj(O) approaches normal with 
mean: 

N 

- (c6) 
j=l 

where •j(0) is the mean of the ensemble of the initial 
perturbations at the jth grid and •(t) is the propagator 



9320 FARRELL AND IOANNOU: PERTURBATION DYNAMICS IN ATMOSPHERIC CHEMISTRY 

at time t. The variance at each level i is given by 

N 

2 2 2 

(T i -- • •ij(t) < nj(0) >, (C7) 
j=l 

2 

where < nj (0) > are the variances of the initial pertur- 
bations. Knowing the mean and the variance of hi(t) 
permits calculation of the expected value of < Ini(t)l > 
in closed form: 

2a/2 + 

( •i(t) ) (C8) + •i(t) erf x/•cri ' 
and consequently the expected growth of an ensemble 
of initial conditions is given in the L1 norm by 

N 

< IIn(t)11 > - < Ini(t)l > ß (C9) 
i=1 

Appendix D: Effect of Nonnormality 
on Reservoir Turnover Time 

We show that the turnover time defined in (21) de- 
pends on the nonnormality of A. Consider the simple 
2 x 2 system matrix: 

A(t)- (-0.1 10 ) (D1) 0 -0.2 ' 

representing in a schematic form the processes of advec- 
tion and dissipation. This matrix is nonnormal and the 
reservoir turnover time for a source at the first grid is 
easily found to be 10, i.e., II-A-[1, 0lll -- 10, while 
for a source at the second grid the reservoir turnover 
time is 505, i.e., II- A-l[ 0, 1]rll - 505. The corre- 
sponding turnover times for the diagonal normal matrix 
with the same eigenvalues are 10 and 5. So two systems 
with the same decay rates of their natural modes pos- 
sesses vastly different reservoir turnover times. This 
demonstrates that the reservoir turnover times can be 

importantly affected by the nonnormality of A. 

Acknowledgments. The authors wish to acknowledge 
discussions with Denise Mauzerall, Larry Horowitz, and 
Steve Wofsy. 

References 

Andrews, D. G., J. R. Holton, and C. B. Leovy, Middle At- 
mospheric Dynamics, Academic, San Diego, Calif., 1987. 

Chameides, W. L., and E. M. Perdue, Biogeochemical Cy- 
cles, Oxford Univ. Press, New York, 1997. 

Farrell, B. F., Optimal excitation of perturbations in viscous 
shear flow, Phy. Fluids, 31, 2093-2102, 1988. 

Farrell, B. F., and P. J. Ioannou, Generalized stability, part 
I, Autonomous operators, J. Atmos. $ci., 53, 2025-2040, 
1996a. 

Farrell, B. F., and P. J. Ioannou, Generalized stability, part 
II, Non autonomous operators, J. Atmos. $ci., 53, 2041- 
2053, 1996b. 

Golub, G. H., and C. F. Van Loan, Matrix Computations, 
Johns Hopkins Univ. Press, Baltimore, Md., 1996. 

Khalil, M. A. K., and R. A. Rasmussen, Modeling chemical 
transports and mass balances in the atmosphere, in En- 
vironmental Exposure From Chemicals, Vol. 2, edited by 
W. B. Neely and G. E. Bleu, CRC Press, Boca Raton, 
Fla., 1984. 

Prather, M. J., Timescales in atmospheric chemistry: the- 
ory, GWPs for CH4 and CO, and runaway growth, Geo- 
phys. Res. Lett., 23, 2597-2600, 1996. 

Prather, M. J., Timescales in atmospheric chemistry: 
CHaBr, the ocean, and ozone depletion potentials, Global 
Biogeochem. Cycles, 11, 393-400, 1997. 

Prather, M. J., Timescales in atmospheric chemistry: Cou- 
pled perturbations N20• NOy, and Oa, Science, 279, 
1339-1341, 1998. 

Trefethen, L. N., Pseudospectra of matrices, in Numeri- 
cal Analysis, edited by D.F. Griffiths and G. A. Watson, 
pp. 234-266, Addison-Wesley-Longman, Reading, Mass., 
1991. 

B. Farrell, Department of Earth and Planetary Sciences, 
Harvard University, 29 Oxford Street, Cambridge, MA 
02138. (farrell@io.harvard.edu) 

P. Ioannou, Section of Astrophysics, Astronomy and Me- 
chanics, Department of Physics, National and Capodis- 
trian University of Athens, Zografos 15784, Athens, Greece. 
(pji@cc.uoa.gr) 

(Received August 26, 1998; revised September 29, 1999; 
accepted September 30, 1999.) 



JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 105, NO. D7, PAGES 9321-9333, APRIL 16, 2000 

Influence of convection and biomass burning outflow 
on tropospheric chemistry over the tropical Pacific 
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Abstract. Observations over the tropics from the Pacific Exploratory Mission-Tropics A 
Experiment are analyzed using a one-dimensional model with an explicit formulation for 
convective transport. Adopting tropical convective mass fluxes from a general circulation 
model (GCM) yields a large discrepancy between observed and simulated CH3I concentra- 
tions. Observations of CH31 imply the convective mass outflux to be more evenly distributed 
with altitude over the tropical ocean than suggested by the GCM. We find that using a uni- 
form convective turnover lifetime of 20 days in the upper and middle troposphere enables the 
model to reproduce CH3I observations. The model reproduces observed concentrations of 
H202 and CH3OOH. Convective transport of CH3OOH from the lower troposphere is esti- 
mated to account for 40-80% of CH3OOH concentrations in the upper troposphere. 
Photolysis of CH3OOH transported by convection more than doubles the primary HOx source 
and increases OH concentrations and 03 production by 10-50% and 0.4 ppbv d -1, respec- 
tively, above 11 km. Its effect on the OH concentration and 03 production integrated over the 
tropospheric column is, however, small. The effects of pollutant import from biomass burn- 
ing regions are much more dominant. Using C2H 2 as a tracer, we estimate that biomass 
burning outflow enhances 03 concentrations, 03 production, and concentrations of NOx and 
OH by 60%, 45%, 75%, and 7%, respectively. The model overestimates HNO 3 concentra- 
tions by about a factor of 2 above 4 krn for the upper one-third quanfile of C2H 2 data while it 
generally reproduces HNO 3 concentrations for the lower and middle one-third quantiles of 
C2H2 data. 

1. Introduction 

Convection is a dominant process for the vertical distribu- 
tion of chemical species in the troposphere. This distribution 
process, unlike diffusion, is strongly direction oriented. 
Updrafts bring up air from the lower troposphere into the free 
troposphere, and compensating subsidence takes free tropo- 
spheric air back down into the lower troposphere. Over indus- 
trialized continents, convection leads to efficient export of 
pollutants into the free troposphere and greatly enhances pho- 
tochemistry outside the polluted continental lower troposphere 
[Gidel, 1983; Chatfield and Crutzen, 1984; Dickerson et al., 
1987; Pickering et al., 1988, 1992; Jaegld et al., 1998]. 

Over tropical continents, convection exports large amounts 
of pollutants from biomass burning [Crutzen and Andreae, 
1990]. Fishman et al. [1990] showed widespread high tropo- 
spheric 0 3 columns over the tropical South Atlantic and adja- 
cent continents during the biomass burning season 
(September-November). Estimated tropospheric 03 column in 
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the region is a factor of 2 higher than over the tropical Pacific. 
During the Transport and Atmospheric Chemistry Near the 
Equatorial Atlantic (TRACE A) Experiment in September- 
October, 1992, elevated concentrations of 03, NOx 
(NO+NO2), CO, and hydrocarbons from biomass burning 
emissions were observed at all altitudes [Fishman et al., 
1996]. Transport of these pollutants evidently influences 
chemistry in the remote tropical Pacific [Jacob et al., 1996; 
Schultz et al., 1999]. 

Recent works suggest that local convection in remote tropi- 
cal regions also has a large impact on chemistry in the upper 
troposphere [Prather and Jacob, 1997; Jaegld et al., 1997; 
Cohan et al., 1999]. This effect arises from the large gradient 
of chemical species between the lower and upper troposphere. 
Photochemistry driven by radical production from photolysis 
of 03 and the subsequent reaction of OlD+H2 ¸ is active in the 
lower troposphere due in part to the abundance of H20. In the 
upper troposphere, photochemistry is considerably slower; 
radical sources, such as photolysis of acetone, become much 
more important than OlD+H2 ¸ [Singh et al., 1995; Arnold et 
al., 1997; McKeen et al., 1997b; Jaegld et al., 1997; Wennberg 
et al., 1998; Miiller and Brasseur, 1999]. As a result, photo- 
chemically produced chemical species tend to have much 
higher concentrations in the lower than in the upper tropo- 
sphere. Prather and Jacob [ 1997] noted the large vertical gra- 
dient of CH3OOH in the tropics and suggested that convection 
of CH3OOH is a dominant radical source in the tropical upper 
troposphere. 

9321 
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It is, however, not clear to what extent the radical source 
from convected CH3OOH affects 03 and OH concentrations in 
the tropical troposphere and how this effect compares with that 
of biomass burning. Using a one-dimensional model, we ana- 
lyze tropical DC-8 observations from the Pacific Exploratory 
Mission-Tropics A (PEM-Tropics A) Experiment in Septem- 
ber-October, 1996 [Hoell et al., 1999]. Previous photochemi- 
cal analyses for PEM-Tropics A [e.g., Schultz et al., 1999; 
Cohan et al., 1999; Crawford et al., 1999] have used point 
models, which cannot directly simulate the effect of convec- 
tion. The vertical transport in our model, which includes an 
explicit treatment for convective transport, is constrained 
using the observations of CH3I since the vertical distribution 
of CH3I is a sensitive indicator for marine convection [Davis 
et al., 1996b; Cohan et al., 1999]. On the basis of observations 
of 03, NO, CO, and hydrocarbons, we investigate if the model 
can simulate observed vertical profiles of other chemical spe- 
cies such as peroxides and use the model to compute the col- 
umn budget of 03. We will examine the effect of convection 
on chemistry. We will also use C2H2 as a tracer of outflow 
from biomass burning regions [Blake et al., 1996, 1999; 
Andreae et al., 1996] to examine the effect of this pollutant 
import and compare this effect with that of local convection. 

2. Model Description 

The model is based on the one-dimensional model by 
Trainer etal. [1987, 1991] and McKeen etal. [1997a]. We 
extend the vertical domain to 16 km, the altitude of the tropical 
tropopause. The vertical resolution of the model decreases 
from 10 m near the surface to 1 km at 12-km altitude, which is 
the flight ceiling of the DC-8 aircraft. The top two layers are 
equally spaced between 12 and 16 km. Chemical species with 
lifetimes longer than 10 min are transported vertically. The 
time step for transport and chemistry is 30 s. The model is run 
for 60 days to obtain a steady state solution. 

The mass continuity equation for a one-dimensional model 
is 

•n i •(I) i 
•1'-• = Pi + Li + •}z ' (1) 

where n i is the concentration of species i, Pi is the chemical 
production rate, L i is the loss rate by chemical reactions and in 
the lowest model layer by dry deposition, and •i is the flux 
due to vertical transport. We consider two types of vertical 
transport, diffusion and convection. Diffusion, which is the 
only transport mechanism used by Trainer etal. [1987], repre- 
sents mixing by random motion of air parcels. In contrast, con- 
vection represents direct transport of the lower tropospheric air 
into the free troposphere followed by compensating subsid- 
ence. The need for invoking convective transport in our model 
becomes apparent in the simulation of CH31 in section 3. 
Including convective transport also allows us to explicitly sim- 
ulate wet scavenging of soluble species in the model. Previous 
one-dimensional models usually invoke a pseudo first-order 
loss rate constant to account for wet scavenging of soluble spe- 
cies [e.g., Logan etal., 1981]. 

The vertical flux (I) i is the sum of diffusive and convective 
fluxes. The diffusive flux •a is a function of the vertical gradi- 
ent of the chemical species i and the eddy diffusion coefficient 

O(ni/N) 
= Ngz Oz ' (2) 

where N is the concentration of air. The value of K z in the sur- 
face layer (lower than 80 m in altitude) is calculated from sim- 
ilarity theory [Trainer et al., 1987]. The value of K z above the 
surface layer will be specified. Convective mass fluxes in the 
model are from the Goddard Institute for Space Studies (GISS) 
general circulation model (GCM) (version II') as previously 
used by Prather and Jacob [ 1997]. We will discuss the model 
vertical transport constrained by CH3I observations in section 
3. 

The chemical mechanisms in the model are updated from 
the compilations by DeMore et al. [1997] and Atkinson et al. 
[1997]. Quantum yields and cross sections for photolysis of 
acetone are from Gierczak et al. [ 1998]. The reaction rate con- 
stants of OH with HNO3 and NO2 are updated from Brown et 
al. [ 1999a, b]. The model does not include N205 hydrolysis on 
aerosols [Schultz et al., 2000]. The total ozone column is spec- 
ified to be 268 Dobson units (DU), the average measured for 
the tropical region during PEM-Tropics A by the Total Ozone 
Mapping Spectrometer. A surface albedo of 0.1 is specified for 
the ocean. We compared model computed photolysis rates of 
J(O1D) and J(NO2) with observations for solar zenith angle 
<50% when the value of J(NO2) is largely invariable to solar 
zenith angle. The model averages agree to within +12% with 
mean and median values of the observations binned in 1-km 

intervals. Dry deposition velocities to water are specified to be 
1 cm s -1 for soluble species HNO3 and H202 and less than 0.1 
cm s -1 for other species [Wang et al., 1998a]. 

3. Vertical Transport Constrained by CH3I 
Observations 

We use observed CH3I concentrations to adjust the parame- 
ters of our vertical transport scheme. Methyl iodide is emitted 
largely from the ocean [Andreae, 1990; Bates et al., 1992; 
Happell and Wallace, 1996]. It is lost primarily by photolysis. 
Its photochemical lifetime is about 3 days near the surface and 
2 days in the upper troposphere. Its vertical distribution there- 
fore depends critically on the vertical transport of CH3I from 
the marine lower troposphere. Furthermore, the detection limit 
of CH3I during PEM-Tropics A is low (0.01 parts per trillion 
by volume (pptv)) [Cohan et al., 1999], making CH3I observa- 
tions a valuable constraint on the model transport scheme. 
Blake et al. [1996] estimated that CH3I emissions from biom- 
ass burning during TRACE-A are much smaller than the oce- 
anic source. The vertical profiles of CH3I compiled for the 
lower, middle, and upper one-third quantiles of C2H2, a tracer 
for biomass burning, also do not exhibit enhancements of 
CH3I associated with upper quantiles of C2H 2, suggesting that 
observed CH3I originates primarily from the ocean. We speci- 
fied the CH3I concentration at 500-m altitude in the model to 
the observed value. 

Figure 1 shows simulated CH3I concentrations using differ- 
ent vertical transport schemes. The two diffusion-only simula- 
tions show the largest discrepancies. For these simulations w• 
specified the values of K z as 10 and 60 m s -2 above the surface 
layer, respectively. For comparison, values of K z in the tropo- 
sphere derived from measurements of 222Rn in the eastern 
United States vary from 40 m 2 s -1 in summer to 20 m 2 s -1 in 
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Figure 1. Comparison between observed and simulated verti- 
cal profiles of CH3I concentrations. The observations over the 
tropical Pacific (20øS-20øN) are binned vertically in 1-km 
intervals. The solid line represents the median profile. Aster- 
isks and horizontal bars are means and standard deviations, 
respectively, of the observations. Four model simulations 
using different vertical transport schemes are shown (see text 
for details). The concentration of CH3I at 500 m is specified in 
the model as the observed median at 0-1 km. 

were found in a global simulation of CH3I driven by assimi- 
lated meteorological data from the Goddard Earth Observation 
System Data Assimilation System (M. Schultz, personal com- 
munication, 1999). 

Observations of CH3I in the tropics therefore argue for a 
more uniformly distributed profile of the convective mass out- 
flux with altitude over the tropical ocean than suggested by the 
GISS model. $myth et al. [ 1996] also found that mixing of CO 
and hydrocarbons from the continental boundary layer into the 
middle troposphere is as efficient as mixing into the upper tro- 
posphere in the tropical western Pacific. We redistributed the 
GISS convective outflux of deep convection (>3-km altitude) 
evenly by air density (Table 1). The difference in mass outflux 
above 3 km reflects the difference in air mass among different 
layers. The resulting CH3I concentrations in the model agree 
well with observations (Figure 1). The redistributed convec- 
tive mass outflux, which yields a uniform convective turnover 
lifetime of 20 days above 3 km, will be used in the model to 
examine the effect of convection on chemistry in the tropics 
(section 5). Our results cannot rule out the possibility of 
greater convective outflux above 12 km compared with lower 
altitudes as indicated by the GISS model, because observa- 
tions of CH3I are unavailable above 12 km during PEM-Trop- 
ics A. 

4. Influence of Biomass Burning Outflow 
Biomass burning took place in Australia, southern Africa, 

and South America during the PEM-Tropics A period [Olson 
et al., 1999]. Its strong influence was reflected in the observa- 
tions over the tropical Pacific [Blake et al., 1999; Schultz et al., 
1999; Talbot et al., 1999]. A good tracer of tropical biomass 
burning is C2H2 [Blake et al., 1996, 1999; Andreae et al., 
1996]; almost all C2H 2 data between 0 ø and 20øN were below 
30 pptv, whereas observations in the southern tropics often 
exceeded this level. We group observations in the tropics 

Altitude Range, GISS Flux a, Modified Flux b, 
km g m-2 s-1 g m-2 s-1 

10-16 1.6 0.88 

7.5-10 0.8 0.76 

5-7.5 0 0.90 

3-5 1.1 0.96 
1.5-3 2.2 2.2 

0.7-1.5 -3.1 -3.1 

0-0.7 -2.6 -2.6 

a Convective statistics over the equatorial region 
(12øS-12øN) in the GISS II' general circulation model 
between May and August (M. Prather, personal commu- 
nication, 1999). Positive values are mass outfluxes of 
convection; negative values reflect convergence in the 
lower troposphere feeding the convection. The upward 
convective mass transport is compensated for by subsid- 
ence as required by mass balance. 

bRedistributed uniformly above 3 km by air density to 
reproduce observed CH3I concentrations (Figure 1). 

concentrations to observed values at 10-12 km but also leads 

to gross overestimates in the middle and lower troposphere. 
These large discrepancies reflect the dominance of tropical 
convective transport, which cannot be approximated by a dif- 
fusion scheme. 

Table 1 shows the convective mass outflux over the equato- 
rial region (12øS - 12øN) from the GISS GCM, version II' [Rind 
and Lerner, 1996]. The statistics of nonentraining, deep con- 
vection have been used by Prather and Jacob [1997]. The 
convective mass outflux below 10 km is significantly larger in 
Table 1 than reported by Prather and Jacob [ 1997] due to the 
addition of entraining convection in the statistics. Figure 1 
shows the simulation of CH3I concentrations based on these 
convective statistics. The value of K z is specified as 10 m s -2 
above the surface layer to reproduce the observed CH3I verti- 
cal gradient in the lower troposphere. This simulation is much 
closer to the observations compared with diffusion-only simu- 
lations. However, it overestimates CH3I concentrations at 9-12 
km but underestimates at 4-7 km, reflecting the "C"-shaped 
profile of the GISS convective statistics. Similar discrepancies 

Table 1. Convective Mass Outflux 

spring and fall [Liu et al., 1984]. In the slow diffusion case (K z (20øS-20øN) on the basis of concurrent measurements of C2H 2 
= 10 m s '2) the simulation agrees well with the observations to analyze the effect of biomass burning. 
below 2 km but drastically underestimates CH3I concentra- Three vertical profiles of observed chemical species 
tions in the middle and upper troposphere. Adopting a faster (binned in 1-km intervals) are compiled corresponding to the 
diffusion coefficient (K z = 60 m s -2) elevates simulated CH3I 
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Figure 2. Observed median vertical profiles of C2H2, CO, 03, and NO for three equally divided quantiles of 
C2H2 over the tropical Pacific. Observations are binned vertically in 1-km intervals. 

lower, middle, and upper one-third quantiles of C2H 2 concen- longer lifetime (about 1 month in the lower troposphere and 
trations. This simple grouping separates air masses signifi- over 2 months in the upper troposphere) relative to convective 
candy influenced by biomass burning outflow with high C2H2, turnover, which we estimate to be about 20 days (section 3). If 
CO, 03, and NO concentrations from those with much lower CH 4 oxidation were its sole source, the CO concentration 
concentrations (Figure 2). The median concentration of C2H 2 would be about 40 ppbv in the tropics. The enhancement of 
increases from about 20 pptv in the lower one-third quantile to CO over a background of 40 ppbv shows large increases from 
60-80 pptv in the upper one-third quantile. The chemical life- the lower to the upper one-third quantile of C2H2, which is 
time of C2H 2 against OH oxidation is only 1-2 weeks in the consistent with the enhancement of C2H2 . Biomass burning 
tropics. The factor of 3-4 enhancement of C2H2 concentrations also emits large amounts of NO that can lead to enhanced 03 
from the lower to the upper one-third quantile therefore indi- 
cates strong influence of biomass burning outflow in the 
region. Another biomass burning tracer, CO, shows an 
increase of 20-80% from the lower to the upper one-third 
quantile of C2H2 . This increase is smaller because of back- 
ground CO concentrations from CH4 oxidation [e.g., Logan et 
al., 1981]. The small CO vertical gradient is due to its much 

concentrations from the increasing in situ production [e.g., 
Crutzen and Andreae, 1990]. Concentrations of NO in biom- 
ass burning outflow may be further enhanced by lightning pro- 
duction [e.g., Wang et al., 1998b]. Observed concentrations of 
03 and NO concentrations show corresponding increases with 
C2H 2 (Figure 2). Column 03 and NOx concentrations (0-12 
km) for different quantiles of C2H 2 are listed in Table 2. 
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Table 2. Column 0 3 Budget and OH and NO x Concentrations 

One-Third Quantile of 
C2H2 O3 a P(O3) a L(O3) a OH b NOx c 

1.4 3.7 1.4 2.0 
1.7 4.5 1.5 3.1 
3.1 5.5 1.6 5.4 

Lower 14 
Middle 20 

Upper 34 

Integrated over the air column of 0-12 km (20øS-20øN). Model values are 24-hour averages. 
aModel-computed chemical production of 03 from reactions of NO and peroxy radicals and loss from the reac- 

tion of olD+H2 ¸ and reactions of 03 with OH and HO 2 [Davis et al., 1996a]. Column ozone is in Dobson units. 
Column production (P(O3)) and loss (L(O3)) of 03 are in 10 TM molecules cm -2 s -1. 

bMass weighted column mean OH concentrations (in 106 molecules cm -3) computed using the one-dimen- 
sional model. 

CConcentrations of NO x are computed using the one-dimensional model constrained to match observed day- 
time NO concentrations shown in Figure 2. Column NO x is in 10 TM molecules cm -2. 

5. Model Simulations: Effects of Convection 
and Biomass Burning Outflow 

We constrain the one-dimensional model by observed 
median concentrations of 03, NO, CO, nonmethane hydrocar- 
bons (NMHCs), and H20 for the lower, middle, and upper 
one-third quantiles of C2H2 . Concentrations of NOx are con- 
strained in the model such that simulated daytime mean NO 
concentrations match the observed NO profiles. Among 
NMHCs, only long-lived C2H 6, C3H8, and C2H2 were 
observed in significant amounts [Blake et al., 1999]. Acetone 
was not measured during PEM-Tropics A. Observations dur- 
ing the Pacific Exploratory Mission (PEM-West B) show ace- 
tone concentrations above 200 pptv and below 400 pptv in the 
tropics [Singh et al., 1995]. We therefore specify acetone con- 
centrations of 200 and 400 pptv for data groups of the lower 
and upper one-third quantiles of C2H2, respectively. We spec- 
ify for the middle one-third quantile of C2H2 a concentration 
of 300 pptv based on a global three-dimensional model simu- 
lation by Wang et al. [1998a, b]. The concentration of CH4 is 
specified at 1.7 ppmv. The DC-8 flight ceiling was at about 12 
km; we assume constant mixing ratios above 12 km to be the 
observed medians at 11-12 km for most species except for 
water vapor, which decreases with altitude to 6 ppmv at the 
tropopause. 

5.1. Hydrogen Oxides 

Concentrations of OH or HO2 radicals were not measured 
on the DC-8 during PEM-Tropics A. We evaluate the model 
simulations using observations of the reservoirs of these radi- 
cals, H202 and CH3OOH. In situ chemistry generally plays a 
central role in determining peroxide concentrations since their 
lifetimes in the tropics are less than 1 day in the lower tropo- 
sphere and about 2 days in the upper troposphere. An excep- 
tion is in the upper troposphere, where convective transport 
can greatly change their concentrations. In section 3 we have 
estimated a convective turnover lifetime of 20 days for the 
ventilation of the upper troposphere. Although this timescale 
is considerably longer than the lifetimes of peroxides, the per- 
oxide concentrations are about a factor of 10 higher in the 
lower than in the upper troposphere (Figure 3). As a result, 
convective transport of air masses from the lower troposphere 
may provide a source of peroxides similar to in situ produc- 
tion. This effect does not apply to H202 since H202 is soluble, 
whereas the solubility of CH3OOH is very low [Lind and Kok, 
1986]. Cohan et al. [1999] estimated that 50-70% of con- 

vected H202 is scavenged, suggesting that convection has a 
small impact on upper tropospheric H202 concentrations. 

Figure 3 compares observed and simulated H202 concentra- 
tions. We conducted simulations with wet scavenging coeffi- 
cients of 50% and 100% for H202. A 100% scavenging 
coefficient corresponds to a co•mplete removal of H202 from 
the convective air masses. The lower H202 concentrations 
simulated with a scavenging coefficient of 100% are in closer 
agreement with observations in the upper troposphere. The 
difference between the two simulations is small in the lower 

and middle troposphere. Thus we select the scavenging coeffi- 
cient of 100% in our standard model. 

Hydrogen peroxide is produced by the self-reaction of HO2 
and chemically destroyed by photolysis and the reaction with 
OH. The HO2 self-reaction is the dominant pathway for HOx 
(OH + peroxy radicals) loss under low NOx conditions in the 
lower troposphere [Kleinman, 1994]. The HOx loss is balanced 
by the HOx production, which is largely photolysis of 03 fol- 
lowed by the reaction of OlD+H2 ¸ in the lower and middle 
troposphere [Logan et al., 1981]. Although 03 concentrations 
increase by a factor of 2 from the lower to the upper one-third 
quantile of C2H2 (Figure 2), air masses with high C2H2 con- 
centrations were much drier (Figure 4). The relative humidity 
for the lower one-third quantile C2H2 decreases from 80% in 
the lower troposphere to 15% in the upper troposphere. It is 
50-300% higher than that for the upper one-third quantile of 
C2H2 . The compensating effects of 03 and H20 on the source 
of HOx are reflected in comparable H202 concentrations for 
the three quantiles of C2H 2 simulated in the model. 

Observed H202 concentrations are similar for the lower and 
middle one-third quantiles of C2H2 but are lower for the upper 
one-third quantile of C2H2. The lower H202 concentrations (in 
the lower and middle troposphere) are not reproduced by the 
model. Comparison of observed and simulated CH3OOH con- 
centrations (Figure 3) shows a more pronounced overestimate 
for the upper one-third quantile of C2H2. The CH3OOH budget 
for 0ø-30øS by Schultz et al. [1999] also shows larger chemical 
production of CH3OOH than loss in the lower and middle tro- 
posphere. A possible explanation is that dry, high C2H2 con- 
centration air masses, which originated most likely from the 
continents, have not reached chemical steady state with 
respect to peroxides and hence have lower peroxide concentra- 
tions. 

Convective transport largely enhances CH3OOH concentra- 
tions in the upper troposphere (Figure 3), as suggested by 
Prather and Jacob [1997]. Model results with convective 
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Figure 3. Comparison of observed and simulated vertical profiles of H202 and CH3OOH for the lower, mid- 
dle, and upper one-third quantlies of C2H2 . Symbols for the observations are the same as in Figure 1. Model 
simulations of H202 concentrations are shown with scavenging coefficients of 100% and 50%. Model simula- 
tions of CH3OOH concentrations are shown with and without convective transport. 

transport agree better with the observations above 10 km than photolysis of CH3OOH and CH20 transported from the lower 
without convection. Figure 5 shows the fraction of CH3OOH troposphere by convection (for the middle one-third quantile 
attributed to convective transport in our standard model. The of C2H2). Photolysis of 03 followed by the reaction of 
fraction is large in the upper troposphere, increasing from 40% OlD+H2 ¸ dominates the primary HOx sources up to 10 km. 
at 10 km up to 80% at 15 km. Below 6 km the fraction drops to The rapid decrease of this source with altitude reflects decreas- 
less than 20%. In this region the increase of CH3OOH from ing H20 levels (Figure 4). The HO x sources from photolysis of 
convective transport is not enough to offset the decrease due to acetone and convected CH3OOH are less variable with altitude 
subsidence of air with lower CH3OOH concentrations, result- and surpass that from OlD+H2 ¸ above 11 km. Convective 
ing in lower CH3OOH concentrations compared with the sim- transport of CH3OOH more than doubles the total primary 
ulation without convection (Figure 3). source of HOx in the upper troposphere. The source from pho- 

Photolysis of CH3OOH convected from the lower tropo- tolysis of convected CH20 is a factor of 5-10 smaller than that 
sphere provides a significant primary HOx source that drives from convected CH3OOH. 
chemistry faster in the upper troposphere. Figure 6 compares The total HOx production is larger than the sum of its pri- 
primary HOx sources, OlD+H2 ¸, photolysis of acetone, and mary sources because of photolysis of H202 and CH3OOH 
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Figure 5. Fraction of CH3OOH attributed to convective trans- 
port as a function of altitude for the lower, middle, and upper 
one-third quantlies of C2H2 . 

produced in situ and photolysis of CH20 from CH4 oxidation. 
Figure 7 compares the total HOx production with and without 
convection. The increase of total HOx production due to con- 
vective transport of CH3OOH is apparent above 10 km by up 
to a factor of 3. Below 8 km, HOx production with convection 
tends to be lower than without convection due to lower H202 
and CH3OOH concentrations in the convective case (Figure 
3). The concentration of OH shows corresponding changes but 
with smaller magnitudes (Figure 7); the maximum increase is 
less than 50% in the upper troposphere. The increase of HOx 
production due to convection of CH3OOH has a negligible 
effect on the column mean OH concentration. 

5.2. Ozone 

The additional HOx source from CH3OOH transported by 
convection enhances in situ 03 production in the upper tropo- 
sphere [Prather and Jacob, 1997; Jaegld et al., 1997]. Figure 8 
compares the 03 production rate between simulations with and 
without convection for the middle one-third quantile of C2H2. 
Ozone is produced by reactions of NO and peroxy radicals. 
The production rate increases by about 0.4 ppbv d 'l above 11 
km. Integrated over the tropospheric column (0-16 km), the 
production rate of 03 increases by only 4% from 1.88x10 l• to 
1.96x10 • molecules cm '2 s '•. 

The effect of biomass burning outflow is much larger in 
comparison. Observed ozone columns of 0-12 km are 14, 20, 
and 34 DU for the lower, middle, and upper one-third quan- 
tlies, respectively, of C2H2 (Table 2). Assuming the lower one- 
third quantile of C2H2 data are not significantly influenced by 
outflow from biomass burning regions, we estimate an 
increase of 60% or 9 DU due to enhanced 03 concentrations in 
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Figure 6. Simulated primary sources of HOx, OlD+H2 ¸, pho- 
tolysis of acetone, and photolysis of CH3OOH and CH20 
transported from the lower troposphere by convection, as a 
function of altitude for the middle one-third quantile of C2H2. 
The HOx yield of CH20 photolysis is computed on line. 
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Figure 7. Simulated total HOx production and OH concentrations as a function of altitude for the middle one- 
third quantile of C2H2 with and without convection. 

biomass burning outflow. The column mean OH concentra- 
tions are 1.4x106, 1.5x106, and 1.6x106 molecules cm -3 for the 
lower, middle, and upper one-third quantiles, respectively, of 
C2H2, corresponding to a relatively small enhancement of 7% 
due to biomass burning ouffiow. The small increase in the OH 
concentration reflects in part the compensating effects of con- 
current increases of NOx and CO concentrations with C2H2; 
NOx tends to increase OH concentrations, while CO has the 
opposite effect. 
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Figure 8. Same as Figure 7 but for the 03 production rateß 

Figure 9 shows simulated production and loss rate and the 
chemical lifetime of 03 for the middle one-third quantile of 
C2H2. The production rate of 03 increases slightly with alti- 
tude and is more uniformly distributed vertically than the loss 
rate. The loss of 03 occurs primarily in the lowest 5 km. Inte- 
grated over the air column of 0-12 km, about 70% of 03 loss 
occurs at 0-3 km and 20% occurs at 4-5 km. The column 03 
production (0-12 km) is 1.7x10 ll molecules cm -2 s -1, less than 
half of the column 03 loss of 4.5x10 TM molecules cm -2 s -1 
(Table 2). About 70% of the 03 loss is due to the reaction of 
OlD+H2 ¸. The remaining fraction is due to 03 reactions with 
OH and HO2. The chemical lifetime of 03 increases from 4.5 
days near the surface to over 300 days at 15 km. 

Air masses with higher concentrations of C2H2 have higher 
concentrations of NO (Figure 2), which is produced most 
likely from biomass burning and lightning during convection. 
Higher NO concentrations tend to increase in situ production 
of 03. The column 03 production of 0-12 km are 1.4x10 ll, 
1.7x10 ll, and 3.0x10 ll molecules cm -2 s -] for the lower, mid- 
dle, and upper one-third quantiles, respectively, of C2H2 
(Table 2). Assuming as previously that the lower one-third 
quantile of C2H2 data represent air masses not significantly 
influenced by ouffiow from biomass burning regions, we esti- 
mate that the column production of 03 is increased by 45%, or 
6.3x10 lø molecules cm -2 s 'l, due to biomass burning outflow. 

Our estimate of the column 03 production of 1.7x10 TM mol- 
ecules cm -2 s -1 compares well with 2.0x10 TM molecules cm -2 
s -1 over the tropical North Pacific calculated by Davis et al. 
[1996a] and 1.4-1.8x10 ll molecules cm -2 s -1 over the tropical 
South Pacific calculated by Schultz et al. [1999]. Our esti- 
mated column 03 loss of 4.5x10 ll molecules cm -2 s -1 is, how- 
ever, significantly higher than 2.9x10 ll molecules cm -2 s -1 
calculated by Davis et al. [1996a] and 3.2x10 ll molecules 
cm -2 s -1 calculated by Schultz et al. [1999]. Compared with 
median values compiled by Davis et al. [1996a] (for PEM- 
West A), median 03 and H20 concentrations for the middle 
one-third quantile of C2H2 used in our model during PEM- 
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Figure 9. Simulated 03 production and loss rate and its chemical lifetime as a function of altitude for the mid- 
dle one-third quantile of C2H 2. 

Tropics A (Figure 2) are both up to a factor of 2 greater at 0-4 
km. The difference between our estimate and that of Schultz et 
al. [1999] largely reflects the difference in the data selection 
method and the large variability in observed H20 concentra- 
tions. Data shown in Figure 9 correspond to median concentra- 
tions for the middle one-third quantile of C2H 2. Median 

ß Observation 
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Figure 10. Comparison of observed and simulated vertical 
profiles 03 for the middle one-third quantile of C2H2. Symbols 
are the same as in Figure 1. The concentration of 03 at 11-12 
km is specified as observed in the sensitivity simulation. 

concentrations of 03 and H20 selected in this manner tend to 
be higher than the median concentrations for all the data. The 
difference is much larger for H20 than 03. For instance, 
median H20 concentrations are factors of 2 and 6 higher at 2-3 
and 4-5 km, respectively, for the middle one-third quantile of 
C2H2 than for all the data. High H20 concentrations at these 
altitudes are reflected in the 03 loss rate in Figure 9. The 
uncertainty in the model estimate of the column 03 loss tends 
to be larger than that of the column 03 production since the 
former estimate relies largely on a subset of observations 
(below 3 km) that also have large variability. 

The net column 03 deficits (0-12 km) computed in our 
model are 2.3x10 ll, 2.8x10 l•, and 2.4x10 • molecules cm -2 s -• 
for the lower, middle, and upper one-third quantiles, respec- 
tively, of C2H2 . The largest deficit is for the middle one-third 
quantile of C2H2 due to a combination of high relative humid- 
ity and relatively high 03 concentrations (Figures 2 and 4). 
Schultz et al. [1999] suggested that the large 03 deficit is sup- 
plied mostly by longitudinal transport of 03 into the region. 
We conduct a sensitivity simulation; the concentration of 03 at 
11-12 km is specified as observed, below which altitude 03 
concentrations are determined by chemical production and 
loss and a downward flux of 03 from the upper troposphere 
due to subsidence. The resulting 03 concentrations are much 
lower than the observations (Figure 10). The 03 column of 0- 
12 km in the sensitivity simulation is 50% lower, suggesting 
large amounts of lateral import of 03 in the region, in agree- 
ment with Schultz et al. [1999]. 

5.3. Nitrogen Oxides 

Simulated HNO3 concentrations are generally within the 
range of observations for the lower and middle one-third quan- 
tiles of C2H2 but are about a factor of 2 higher above 4 km for 
the upper one-third quantile of C2H2 (Figure 11). Using rate 
constants for reactions of OH with NO2 and HNO3 from 
Brown et al. [1999a, b], instead of those recommended by 
Dernore et al. [1997], decreases HNO3 concentrations by 5-20 
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Figure 11. Same as Figure 3 but for HNO3. Model simulations are shown for using reaction rate constants of 
OH with NO2 and HNO3 from Brown et al. [1999a, b] and DeMore et al. [1997]. 

pptv. The relative reduction of HNO3 concentrations increases 
with altitude to 20-30% in the upper troposphere. However, 
only in the case of the upper one-third quantile of C2H 2 is the 
agreement between model and observations markedly 
improved when using the new rate constants. 

Model simulations of HNO3 in the troposphere generally 
overestimate observations by more than a factor of 2 on a glo- 
bal scale [e.g., Wang et al., 1998b; Lawrence and Crutzen, 
1998; Hauglustaine et al., 1998]. A number of hypotheses 
have been proposed to explain this discrepancy [e.g., Schultz 
et al., 2000]. As in other models, ours does not resolve frac- 
tionation of HNO3 into the aerosol phaseß However, Schultz et 
al. [2000] found that aerosol nitrate concentrations were very 
low during PEM-Tropics A. The hypothesis that rapid chemi- 
cal recycling of HNO3 to NOx in sulfate aerosols or on soot 
[Chatfield, 1994; Fan et al., 1994; Hauglustaine et al., 1996; 
Jacob et al., 1996; Lary et al., 1997] is compatible with our 
results because both sulfur and soot are emitted from biomass 
buming. Wang et al. [1998b] found some evidence for the 
chemical recycling in biomass buming outflow over the tropi- 
cal South Atlantic during TRACE-A. Loss of HNO 3 due to 
deposition to cirrus ice crystals followed by subsequent 
removal by gravitational settling [Lawrence and Crutzen, 
1998] cannot explain the dependence of HNO 3 overestimates 
on high C2H 2 concentrations and appears to be inconsistent 
with our results. Another explanation for our results could be 
that air masses with high C2H 2 concentrations are recently 
exported from biomass buming regions and have not reached 
chemical steady state with respect to HNO3. 

Observed peroxyacetylnitrate (PAN) concentrations above 
4 km increase from 20 pptv in the lower one-third quantile of 
C2H2 to about 100 pptv in the upper one-third quantile of C2H 2 
(Figure 12). Concentrations of PAN are much lower below 4 
km due in part to its short lifetime (20 min to 1 day) against 
thermolysis. The rate constant of thermolysis decreases expo- 
nentially with decreasing temperature and becomes insignifi- 
cant above 7 km in comparison with photolysis [Talukdar et 

al., 1995]. The chemical lifetime of PAN in the upper tropo- 
sphere, controlled by photolysis, is much longer (about 1 
month). Model results compare reasonably well with observa- 
tions for the lower one-third quantile of C2H2 but tend to be 
much lower (up to 40 pptv) for the middle and upper one-third 
quantile of C2H2. The model underestimates likely reflect the 
influx of relatively long-lived PAN similar to the influxes of 
03 (section 5.2) and C2H2 (section 4) associated biomass burn- 
ing outflow. Schultz et al. [1999] suggested that PAN trans- 
ported from biomass burning regions provides the major 
source of NOx in the lower troposphere. 

6. Conclusions 

we applied a one-dimensional model with an explicit for- 
mulation for convective transport to analyze observations over 
the tropical Pacific during PEM-Tropics A. The vertical trans- 
port of the model is constrained by the observations of CH3I , 
which originates primarily from the ocean and has a short life- 
time of 2-3 days in the tropics. Observed CH3I concentrations 
decrease rapidly with altitude in the lowest 3 km but show lit- 
tle dependence on altitude above 5 km. Using diffusive trans- 
port alone in the model cannot reproduce the observed profile. 
When tropical convective mass fluxes from a GCM (GISS 
model II') are applied, the model grossly overestimates CH3I 
concentrations in the upper troposphere but largely underesti- 
mates CH3I in the middle troposphere, indicating that convec- 
tive mass outflux over the tropical ocean is more evenly 
distributed with altitude than suggested by the GISS statistics. 
In order to match observed CH3I concentrations, the GISS 
convective outflux above 3 km is redistributed evenly (by air 
density), yielding a uniform convective turnover lifetime of 20 
days. Observations of CH3I above 12 km, not available during 
PEM-Tropics A, are necessary to constrain the convective 
turnover lifetime there. 

The model generally reproduces observations of H202 and 
CH3OOH. We find that efficient convective scavenging of 
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Figure 12. Same as Figure 3 but for peroxyacetylnitrate (PAN). Simulated PAN concentrations are from the 
standard model. 

H202 by 50-100% is necessary in the model to match observa- 
tions. Model results indicate that 40-80% of CH3OOH in the 
upper troposphere is due to convective transport from the 
lower troposphere. Photolysis of convected CH3OOH more 
than doubles the primary source of HOx in the region. The 
reaction of OlD+H2 ̧, which is the dominant primary HOx 
source in the lower and middle troposphere, is surpassed by 
photolysis of convected CH3OOH and photolysis of acetone 
above 11 km. The latter two sources are also much larger than 
that from photolysis of convected CH20. Convection of 
CH3OOH increases the total HOx source and OH concentra- 
tion by up to a factor of 3 and 50%, respectively, in the upper 
troposphere; it increases the production rate of 03 by about 0.4 
ppbv d -1 above 11 km. Integrating over the air column of 0-16 
km, we find that convection of CH3OOH has a negligible 
effect on the column mean OH concentration and increases 

column 03 production by only 4%. 
In comparison, the effect of biomass burning outflow is 

much more significant in changing chemistry over the tropical 
Pacific. We group observations into three equally divided 
quantlies of C2H2 concentrations, because C2H2 is a good 
tracer for biomass burning outflow during PEM-Tropics A. 
Using the lower one-third quantile of C2H2 data as the air 
masses least influenced by biomass burning outflow, we esti- 
mate that 60% (or 9 DU) of 03 and 75% NOx enhancements in 
the air column of 0-12 km are due to import of pollutants from 
biomass burning regions. The NOx enhancement increases col- 
umn 03 production (0-12 km) by 45%. The import of pollut- 
ants increases the column mean OH concentration by a 
moderate 7% due in part to the offsetting effects of concurrent 
increases in NOx and CO concentrations. 

The effect of pollutant import into the region is reflected in 
the budget and concentrations of long-lived chemical species. 
Whereas short-lived H202 and CH3OOH concentrations are 
generally reproduced based on in situ chemistry and local con- 
vective transport within the PEM-Tropics A region, the budget 
of longer-lived 03 shows a column 03 loss a factor of 2 larger 

than column 03 productionß A model sensitivity study indi- 
cates that 50% of 03 is supplied by lateral import, similar to 
the finding by Schultz et al. [1999]. Peroxyacetylnitrate has a 
lifetime of about 1 month in the tropical upper troposphere. 
Model simulations are in much better agreement with PAN 
observations for the lower one-third quantile of C2H 2 than 
those for the middle and upper one-third quantlies of C2H2. 
The underestimate of PAN concentrations for the middle and 

upper one-third quantlies of C2H 2 is consistent with pollutant 
import into the region. Nitric acid also has a long chemical 
lifetime but is removed efficiently by wet scavenging. As a 
result, significant direct import of HNO 3 from biomass burn- 
ing regions is unlikely. Model results are in reasonable agree- 
ment with observations for the lower and middle one-third 

quantlies of C2H2. However, the model overestimates HNO3 
concentrations by about a factor of 2 above 4 km for the upper 
one-third quantile of C2H 2, as observed previously in other 
regions of the globe. This discrepancy cannot be explained by 
recent kinetic data for the reactions of OH with HNO3 and 
NO2 [Brown et al., 1999a, b]. There are two likely explana- 
tions: (1) the outflow from biomass burning regions has not 
reached steady state with respect to HNO3; and (2) HNO 3 is 
recycled rapidly back to NOx by some heterogeneous mecha- 
nism in biomass burning outflow. 
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Minor flux adjustment near mixing ratio extremes 
for simplified yet highly accurate monotonic 
calculation of tracer advection 

Chris J. Walcek 

Atmospheric Sciences Research Center, State University of New York at Albany 

Abstract. A simplified but very accurate method for calculating advection of mixing ratios in a 
mass conservative and. absolutely monotonic manner in divergent or nondivergent multidimen- 
sional flows is presented. This scheme uses a second-order-accurate, upstream approximation with 
monotone limiters and additionally adjusts fluxes at two cell edges around local extremes of a 
tracer distribution to significantly improve overall advection calculations. The minor flux adjust- 
ment slightly aggregates mass around local peaks in a manner which counters the inherent numer- 
ical diffusion associated with most numerical advection algorithms when advecting poorly resolved 
features. When advecting tracer shapes which are resolved by fewer than 10-20 grid cells, this 
scheme is significantly more accurate than higher-order algorithms for a wide range of test prob- 
lems. For well-resolved tracer distributions this algorithm is very accurate and usually preserves 
local peak and minimum values almost perfectly. The scheme is positive-definite, but negative 
values can be advected with no modifications. A generalized algorithm and FORTRAN subroutine 
is presented for advecting mixing ratios or other conservative quantities through variable-spaced 
grids of one to three dimensions, including deformational flows. One- and two-dimensional tests 
are presented and compared with other higher-order algorithms. The computational requirements of 
this algorithm are significantly lower than those of other higher-order and less accurate schemes. 

1. Introduction 

For many geophysical applications it is necessary to calcu- 
late the transport of trace constituent concentrations within a 
moving fluid. The time (t) tendency of a tracer concentration C 
in a fluid at velocity u in one direction x is 

•c •(uC) 
.... . (1) 
at •)x 

For many applications, velocity and concentration distribu- 
tions are complex and changing in time, requiting numerical 
approximations of (1) to quantify advection. Unfortunately, 
many numerical approximations are extremely inaccurate, 
with solutions containing appreciable numerical diffusion, 
oscillatory behavior, and physically unreasonable (e.g., nega- 
tive) concentrations, especially near regions of strong tracer 
gradients. Ample reviews of numerical advection methods 
[e.g., Rood, 1987] have noted that tracer mass conservation, 
sign preservation, monotonicity (peak and minima preserva- 
tion with no spurious peaks calculated), low numerical diffu- 
sion, and algorithm simplicity are all desirable features of ad- 
vection algorithms. Unfortunately, many algorithms used in 
geophysical models contain one or more of the above listed 
shortcomings to some degree. 

Various numerical solutions to (1) have been developed and 
improved over the years [Srnolarkiewicz, 1983' Colella and 
Woodward, 1984; Trernback et al., 1987; Bott 1989a, b, 
1992; Carpenter et al., 1990]. Some of these flux-correcting 
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schemes assume a parabolic or higher-order polynomial dis- 
tribution of tracer within cells, and sometimes flux limitations 

are imposed to ensure a positive-definite solution or to reduce 
undesirable nonmonotonic errors. Recent versions of these 

algorithms contain relatively little numerical diffusion [e.g., 
Srnolarkiewicz and Grabowski, 1990; Bott, 1993]. Dabdub and 
Seinfeld [1994] and Chock [1991] suggest that the most 
accurate advection algorithms are extremely high order 
schemes [Gasdag, 1973] combined with sophisticated filtering 
procedures. Prather [1986] describes a multimoment scheme 
where tracer mass and several spatial derivatives of the tracer 
distribution are simultaneously advected. However, these 
algorithms require high memory and calculation resources. 
Costa and Sarnpaio [1997] derive extremely high order 
advection algorithms that they claim should be used when 
advecting poorly resolved features. Unfortunately, all of these 
high order schemes perform poorly when sharp gradients or 
small features are advected, producing physically unreasonable 
and unrealistic nonmonotonic behavior in divergent 
multidimensional flows, unless ad hoc filtering or other 
monotonic adjustments are employed. As noted by Lin et al. 
[1994], empirical flux limitation techniques that remove 
physically unrealistic oscillations usually introduce 
appreciable numerical diffusion when sharp gradients or 
poorly resolved features are advected. 

A simple method for solving the problem of accurately ad- 
vecting small features is to increase the number of grid cells of 
a numerical model so that advected features are better resolved. 

Unfortunately, decreasing model grid size greatly increases 
computational expense, and for many pollution and atmo- 
spheric chemistry applications, reactive constituents are emit- 
ted into flows at individual "points," and no matter how feasi- 
bly small the grid size is devised to study the urban, regional 
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or global impacts of pollutants, the individual "plumes" or 
"puffs" remain essentially one grid cell in size. Even for many 
nonchemical applications, such as advection of heat or water 
vapor in meteorological models, small-scale features are in- 
evitably generated from smooth initial conditions in realistic 
atmospheric flows through a number of physical processes. 
These small features or sharp gradients will induce undesirable 
oscillatory or diffusive behavior during advection calcula- 
tions, even when the highest-order accurate advection algo- 
rithms are used. 

Here a simple, absolutely monotonic numerical advection 
algorithm with extremely low numerical diffusion is presented 
and tested. The method represents a simplification of the 
Walcek and Aleksic [1998] scheme. The key innovation of 
both the Walcek and Aleksic scheme and this technique is the 
imposition of a minor flux adjustment at two cell edges sur- 
rounding each local extreme of a tracer distribution. This mi- 
nor adjustment efficiently limits the initial artificial numerical 
diffusion away from peaks, appreciably slowing the subse- 
quent cascade of numerical diffusion that spreads mass away 
from local peaks of a tracer distribution. 

2. Algorithm Description 

Equation (1) can be expressed in terms of tracer mixing ratio 
Q (=C/p): 

3(pQ) 3(upQ) 
' (2) 

where p is the fluid density. Equation (2) is numerically ap- 
proximated using a forward time difference, and evaluating the 
space derivative at time t. Mixing ratios at time t+At can be 
initially estimated using 

[ (AtupQf)i+i/2 (AtupQf)i-1/2] Q[Dd_ 1 - _• 
O guess: zfOCi zfOC i • (3) 

Here Qf is the average mixing ratio within the fluid flowing 
across each cell edge during time step At, and Da. 1 and Da are 
the dimensionally dependent fluid densities at the beginning 
and end of the time step or dimensional step in a multidimen- 
sional calculation performed one dimension at a time. As 
shown schematically in Figure 1, the subscript i+1/2 refers to 
the "higher-/" face of each cell (the edge of cell i nearest to the 
i+l cell), and i-1/2 refers to the "lower-/" side of the cell. Two- 
or three-dimensional advection calculations are performed by 
applying this one dimensional algorithm sequentially over 
each dimension. However, as described below, the fluid densi- 

ties D d must be sequentially changed for the second and third 
dimensions (subscript d) even in incompressible fluids, while 
the p terms used to calculate fluxes are held fixed at the initial 
fluid density for all dimensions. For 1-D advection with con- 
stant winds, Dd_ 1 = D• = 1. 

Fluxes (AtupQf)i+l/2 are evaluated using the 2nd-order accu- 
rate van Leer [1977] approach, which assumes a linear distri- 
bution of tracer within each grid cell, and the gradient within 
the cell, c)Q/c)x =(Qi+i-Qi-1)/2Axi ß This approach is identical 
to the simplest L=I area preserving Bott [1989b] polynomial, 
averaged according to Easter [1993]. The average mixing ratio 
Q f in the fluid transported out of each cell during At, shown 
schematically in Figure 1, is 

(Qi+i-Qi-1)(l-c) 
(Qf)i+l/2: Qi + a > 0 (4a) 4 Ui+l/2 - 

U i-1/2 U i +1/2 
1.5 

(x >1 I ma :imum 
•:i:•:•:•:•:i 

'• ' c•=1 

m 0.5- /• ß -½ ': Q/ c•>1 
::::::::::::::::::::::::::::: 

o.o ......... ;:_{g .... ,;5i : 
edge edge 

-0.5 -•• 
i-2 i-1 i i+1 i+2 

• •ages g d 

wherea>l • •u used 

x grid index---> 

Figure 1. Mixing ratio distribution within grid cells near a 
local peak. Standard van Leer [1977] scheme (solid line, a=l) 
and "sharpened" (a specified using equation (10) for Courant 
number 0.4, stippled line) shown. Using a >1 in two cells 
sandwiching a local maximum greatly reduces numerical diffu- 
sion by numerically "aggregating" mass around the local peak 
before updating mixing ratios, opposing the tendency of nu- 
merical diffusion to erroneously spread mass away from local 
peaks. 

(Qf )i-1/2 Qi + (Qi-1-Qi+l)(l-c) = a ui_ <0 (4b) 4 

where c is the local "upwind" Courant number (c=ui+l/2At/z•xi 
if Ui+l/2 > 0 and c=lui_l/21At/z•ci if Ui_l/2 < 0). Setting the "slope 
factor" a = 1 everywhere yields the van Leer or Bott L= 1 c algo- 
rithm. For this algorithm, a =1 everywhere except for two 
cells sandwiching each local peak or minimum of a tracer dis- 
tribution (equations (10a) and (10b)). In the unusual case where 
there is only outflow from a cell (tti+l/2 > 0 and Ui_l/2 < 0), mix- 
ing ratios cannot change during the time step At, and Qf= Qi at 
both the lower and higher cell edges. Equation (4) is the fun- 
damental difference between this algorithm and the somewhat 
more complicated "bilinear" algorithm by Walcek and Aleksic 
[1998]. In that algorithm, two line segments which intersect 
at the cell center are assumed to describe the tracer distribution 

within a given cell. It was subsequently discovered that using 
only a single line segment produced comparable or greater ac- 
curacy for all tests considered. 

Dimensionally dependent densities (D a in equation 3) are 
specified as 

Do = Pi . 

DI= D O - [(pu)i+l/2 - (pu)i_l/2]At/Axi , 

D2= D 1 - [(pV)j+ 1/2- (pV)j_ 1/2]At/Ayj, 

D3= D2 - [(pW)k+ 1/2 - (pW)k- 1/2]At/Z•k, (5) 

where Pi is the initial fluid density, and Pi+l/2 is the density of 
fluid advected across the specified cell interface. Cross-flow- 
ing densities Pi_+l/2 can be defined using an upstream approach 
or other approximations but must be identical to the densities 
used in defining the tracer fluxes (AtupQ f)i+l/2 in equation (3). 
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Note that p terms in (3) and (5) are the same for each dimen- 
sion of a multidimensional calculation, while D a terms change 
with each dimensional calculation. For three-dimensional cal- 

culations, mixing ratios can be first updated doing x(i) direc- 
tion advection using u velocities. These updated mixing ratios 
are then advected in the y(j) direction using v velocities, fol- 
lowed by z(k) dimension advection using w velocities. During 
x advection, D O and D1 are used in (3) for Dd_ ! and D d. During y 
advection with velocities v, D• and D 2 are used, and during z 
advection D 2 and D 3 are used in (3). Using this "operator split- 
ting" approach for multidimensional advection, fluid density 
can artificially change when performing advection in one di- 
mension, even in nondivergent flows, but as formulated here, 
any artificial density perturbations are intermediate and are 
naturally compensated during subsequent dimension calcula- 
tions. If advection calculations are performed in a mass- or 
pressure-based (sigma) coordinate system, the p terms in (3) 
and (5) are equivalent to "P-star" (P*), the pressure difference 
between the top and base of the model domain. 

2.1. Monotonic Constraints 

A monotonic advection algorithm will never generate mix- 
ing ratios higher than the highest mixing ratio initially pre- 
sent in the mixing ratio field, nor will a mixing ratio ever be- 
come lower than the lowest initial mixing ratio. Some meth- 
ods of enforcing monotonicity consider monotonicity from a 
total domain perspective [Lin et al., 1994], which can allow 
local unrealistic oscillatory behavior. Total variational dimin- 
ishing (TVD) limitations assume that averaged over a domain, 
gradients between individual cells must never increase, which 
Thuburn [1997] showed was consistent with a general 
"universal" monotonic limiter. Here monotonic constraints 

are employed locally on the basis of obvious physical limita- 
tions. If the Courant number is <1, at time t+At it is physi- 
cally impossible for updated mixing ratios to be greater than 
the highest mixing ratio of the upwind cell or the mixing ratio 
of the cell initially. Likewise, update d mixing ratios cannot be 
lower than the lowest mixing ratio of the upwind cell or the 
mixing ratio in the cell initially. Monotonicity is guaranteed 
through two steps. First, Qf in (4) is constrained to fall in the 
range of the mixing ratios on either side of the interface where 
fluxes are evaluated: 

min(Qi, Qi+I) < (Qf)i+l/2 <max(Q/, Qi+I) Ui+l/2 > 0, (6a) 

min(Qi, Qi-1) < (Qf)i-1/2 <max(Qi, Qi-1) Ui_l/2 < O. (6b) 

Second, outflowing fluxes are adjusted so that updated mixing 
ratios never exceed or fall below the physically constrained 

{3t+At ot+. At highest (,•max) and lowest (,-.nun) mixing ratios allowed. 
These upper and lower limits are given by 

øt+at=Max(Qi, Qi-1) ui-1/2 > 0, (7a) ot+At =Min(Qi, Qi-1) ,•max - urnin 

Qm t +at =Min(Qi, Qi+l ) ,•max in •t+At=Max(Qi, Qi+i) Ui+l/2<O. (7b) 

At inflow-only cells where ui_•/2>_O and ui+•/2<O, the mixing 
ratio limits are the maximum or minimum of the three cells 

Qi-1, Qi, Qi+• contributing mass to the cell during At. If Qguess 
calculated using (3) violates these monotonic constraints, the 
updated mixing ratio is set to the violated limit, 

Qt+At [ (•t+At Q/guess •t+.At] . i = Max Min ), •,mln (8) ,,•--max , 

then the outflowing flux is adjusted so that the Qt+At equals the 
violated limit: 

(Atu. Qf)i+l/2--[Qfgd_l-Q[+Atgd]•i Ui+l/2 >_ O, (9a) 
+( zStupQf )i-1/2 

( Atu. Qf )/-1/2 -- [ Q[+At gd - Qf gd-1 ]Zkx;i 
ui_l/2 < O. (9b) +( AtupQf )i+l/2 

2.2. Limiting Numerical Diffusion Near Extremes 

Overall numerical diffusion is significantly removed by a 
minor adjustment of the factor a in (4) near local extremes. If 
there is a local extreme at the cell immediately downwind of 
the edge where fluxes are calculated, it was found that using 

a a = 1.75 - 0.45c (10a) 

greatly reduces overall numerical diffusion. This adjustment 
must be used together with 

a u = max(1.5, 1.2 + 0.6c) , (10b) 

if the cell two cells upwind of the face where fluxes are being 
calculated is a local extreme. In (10), c is the "upwind" Courant 
number (c=ui+l/2At/zkxi if Ui+l/2>O and c=[ui+l/2[At/zkxi if Ui+l/2 
<0). Cell edges where a>l is used near a local peak are shown 
in Figure 1 for positive winds. As shown in Figure 1, these 
two adjustments together "sandwich" each local extreme and 
therefore effectively "aggregate" tracer around local maxi- 
mums in a manner which counters the numerical diffusion that 

diffuses mass away from extremes. A local extreme is defined 
to exist at cell i if Qi>max(Qi+•,Qi_l) or if Qi<min(Qi+•,Qi_•). 
The method for deriving equations (10a) and (10b) is described 
in the appendix. 

2.3. Calculation Sequence 

Updated mixing ratios are calculated in a manner similar to 
that of Bott [1992]. An inflow flux is first defined at the low- 
est cell in a grid, where it is convenient to assume an upstream 
flux at the domain boundaries. If u•_l/2 is positive, (Qf)•-•/2 at 
the lower edge of cell 1 is set to the boundary condition mix- 
ing ratio provided as input to the advection calculation. If pe- 
riodic boundary conditions are assumed, (Qf)•-l/2 = Q/max, 
where Q/max is the mixing ratio at the highest-/cell. Qf at the 
outflowing 1+1/2 edge is calculated using (4a), which requires 
using the appropriate o•. In (4), o•=1 unless fluxes are being 
evaluated near an extreme, where (10) is used to define c•. Q f is 
then monotonically constrained (equation (6a)), then updated 
mixing ratios for cell 1 are estimated using (3). These updated 
mixing ratios are monotonically constrained (equation (8)), 
and if the initial guess violates a monotonic limit, the out- 
flowing flux is adjusted using (9a) to force a monotonic solu- 
tion. This outflowing flux becomes the inflow flux for updat- 
ing the mixing ratio at the next higher cell in the grid, and the 
calculation cycle is repeated up through the grid where winds 
are positive. 

If winds are negative, the calculation cycle is started at the 
highest cell in the grid, and (Qf)irnax+l/2 is set to the boundary 
mixing ratio (inflow/outflow boundary conditions) or to Q• 
(periodic boundary conditions). The outflowing mixing ratio 
at the imax-l/2 edge is then calculated using (4b) and mono- 
tonically constrained (equation (6b)), then updated mixing ra- 
tios for cell/max are calculated using (3). These updated mix- 
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ing ratios are monotonically constrained (8), and if necessary, 
outflowing fluxes are adjusted using (9b). This outflowing flux 
becomes the inflow flux for updating mixing ratios at the next 
lower cell in the grid, and the calculation cycle is repeated for 
successive lower cells in the grid wherever winds are negative. 

For many applications, wind directions change sign within 
any given 1-D advection line. For example, one may en- 
counter a grid line where the lowest cell wind speed is negative 
(ul-l/2<0) and the highest cell wind speed is positive 
(Uimax+l/2>O). Under these conditions, calculation must begin 
at a grid where there is only outflow (Ui_l/2<O and Ui+l/2>O ). 
Mixing ratios at this cell will not change during At, and fluxes 
out of this cell are defined using the upstream approach (Qf = 
Qi). Fluxes and updated mixing ratios are then calculated and 
adjusted by marching up from the outflow cell to higher-/cells 
wherever winds are positive, followed by updating mixing ra- 
tios and limiting fluxes going down through the grid from the 
outflow cell wherever u<0. General application of this algo- 
rithm to arbitrary flows requires two passes through a grid 
line: a pass updating mixing ratios proceeding up through the 
grid where winds are positive, followed by a pass back through 
the grid updating mixing ratios where winds are negative. 

For applications of this algorithm with periodic boundary 
conditions, one can assume an upstream flux for calculating 
fluxes at the periodic boundary. However, the upstream flux 
between cell 1 and cell "/max" cannot be adjusted using (9) 
when the calculation cycle reaches the starting point again at 
"/max." This limitation has the effect of introducing a minor 
amount of upstream numerical diffusion at one cell interface as 
features traverse the boundary. In a domain with periodic con- 
ditions, calculation can begin at any arbitrary cell, and the 
outflowing flux at that cell must be specified as upstream. 
Ideally, one can choose an outflow-only cell for beginning the 
calculation sequence. If this is not feasible to implement, then 
fluxes at the 1-1/2 (the first flux calculated) can be calculated 
as described above by substituting the appropriate periodic in- 
dices in place of the i-l, i, and i+1 cells in (4) and then pro- 
ceeding as described above. However, if the flux at the end of 
the calculation sequence at the highest cell edge does not equal 
the initial flux estimate (owing to monotonic adjustment us- 
ing (9)), then the mixing ratio at the first cell must be recalcu- 
lated using the adjusted "/max+l/2" flux and the already calcu- 
lated flux at "1 + 1/2." 

ciably smaller than the best results published most of the 
time. The only schemes which yield better performance than 
this scheme for some conditions are nonmonotonic schemes 
which can under other conditions produce unrealistic advection 
calculations for tracer distributions containing small features 
or steep gradients, as shown in section 3.4. 

Here this scheme is directly compared with a more compli- 
cated earlier version of this algorithm [Walcek and Aleksic, 
1998], referred to in subsequent figures and tables as the 
"bilinear" scheme. This scheme is also compared with 
monotonic and nonmonotonic versions of the schemes by 
Smolarkiewicz [1983], Bott [1992], an implicit Galerkin fi- 
nite element technique [Toon et al., 1988], and the multimo- 
ment Prather [1986] scheme. All tests of the Smolarkiewicz 
algorithm use three corrective steps, and corrective antidiffu- 
sion velocities are multiplied by 1.02 to improve performance 
relative to no adjustment. Four versions of the successively 
higher order Bott [1989b] scheme are used: L=I, L=2, L=4, and 
L=8. Coefficients for the Bott L=8 polynomials are presented 
in Costa and $arnpaio [1997]. 

3.1. Error Measures 

This algorithm is subjected here to several one- and two-di- 
mensional tests. Six error measures (in percent) are used to 
quantify algorithm performance: 

p ke r = 1 O0 Emax _ Emin , ( 11 ) 

rnser= 10011- •,•. Ci/ ••. Eil , (12) ß 

rrnser=100 I'••' (Ci-Ei)2/N , (•3) 
- ) 

dsper= 100/1-•C•2/••. E•2) , (14) i ' 

/ rnAer = 100 , (15) 
Errta x - Emi n 

3. Results 

A wide variety of advection tests and methods for measuring 
algorithm accuracy have been applied to numerical advection 
algorithms. This scheme has been subjected to many of the 
tests of passive tracer transport described by Smolarkiewicz 
and Grabowski [1990], Bott [1992], Rasch [1994], Lin and 
Rood [1996], Linet al. [1994], Chock [1991], Pietrzak 
[1998], Carpenter et al. [1990], Russell and Lerner [1981], 
Thuburn [1996], Clappier [1998], Dabdub and Seinfeld [1994], 
Takacs [1985], Chlond [1994], Prather [1986], Schneider 
[1984] Costa and Sampaio [1997], and Yamartino [1993]. 
These tests include various divergent and nondivergent one- 
and two-dimensional flows, and they also consider several 
sizes and shapes of tracer distributions. Some tests consider 
flow on a spherical surface and flows in spherical coordinates, 
and some consider flows where fluid density varies in time or 
space. For all of these tests and testing methods the scheme 
described here produces errors that are comparable to or appre- 

mner = l Oo I Cmin - Emin I Emax _ Emin . (16) 
These error measures pker, mser, rinser, dsper, rnAer and 

tuner quantify the errors in peak preservation, tracer mass, 
root-mean-square, dispersion, maximum absolute difference, 
and minimum preservation respectively. Here C and E are the 
calculated and exact mixing ratios, and N is the number of cells 
over which errors are calculated. The max and min subscripts 
refer to the highest and lowest values in the limited subdomain 
over which error scores are computed. Most error measures are 
normalized to the range of the initial tracer distribution and are 
thus invariant to the background and peak values chosen for 
the comparison. All sums and error measures are evaluated 
only over a limited subdomain of the entire domain, and thus 
the error measures are not a function of the entire test domain 

size. While all schemes tested here conserve mass absolutely 
over the entire domain, it is not unusual to see mass displaced 
away from its proper location through numerical diffusion or 
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Figure 2. Calculated and exact distribution of mixing ratio advected 50 grid cells at a Courant number 0.2 
(250 time steps). This scheme is compared with several other monotonic advection algorithms. 

nonmonotonic oscillations. All of these error measures are 

defined so that a zero error is the best possible score, and the 
peak and minimum errors yield a negative score if calculated 
distributions are nonmonotonic. A positive mass error means 
that mass has diffused away from its proper location, and there 
is less mass than there should be in the evaluation subdomain. 

3.2. One Dimensional Test 

Figure 2 shows a fairly rigorous test of one-dimensional ad- 
vection in constant winds. Here the irregular signal of 

Smolarkiewicz and Grabowski [1990] is advected 50 cells at a 
Courant number 0.2, requiring 250 time steps. This test uses a 
domain of 100 cells where constant background mixing ratios 
are assumed as boundary conditions, and error scores are only 
computed over the 45-cell subdomain shown in Figure 2. 

Error scores for several algorithms subjected to this 1-D test 
are summarized in Table 1. The rows of Table 1 are sorted by 
increasing rms errors, but monotonic and nonmonotonic algo- 
rithms are sorted separately. The error scores listed in Table 1 
show that this algorithm yields errors that are nearly identical 

Table 1. Errors Advecting Irregular Signal a Distance of 50 Cells at Courant Number 0.2 and 250 Iterations 

Algorithm reset, % rmser, % pker, % mner, % dsper, % mAer, % 

Monotonic Algorithms 

Nonmonotonic Algorithms 

Prather [ 1986] -0.029 2.24 -0.96 0.19 0.24 7.72 

Bott [1989] L=8 -0.016 3.91 -2.19 0.93 0.46 15.87 

Toon et al.,[1988] 0.143 6.58 0.22 -1.37 0.56 27.48 

Srnolarkiewicz and Grabowski [ 1990]* -0.213 11.12 9.73 9.08 1.20 37.71 
*three corrective steps. 

This algorithm 0.000 2.80 0.00 0.86 0.22 10.40 
Prather [1986] -0.099 2.94 3.15 3.91 0.63 11.14 

Walcek and Aleksic [ 1998] 0.000 3.01 0.00 1.61 0.20 11.08 

Bott [1992] L=8 0.000 4.62 4.93 6.30 1.55 19.87 

Bott [1992] L=4 0.000 5.77 6.08 7.40 2.10 24.97 

Toon et al. [1988] 0.004 6.50 7.58 10.81 2.23 23.64 

Srnolarkiewicz [ 1983 ]* 0.005 9.20 11.50 12.81 3.01 36.02 
Upstream 0.152 17.04 28.97 27.32 13.15 34.98 
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to or slightly better than the somewhat more complicated 
"bilinear" version of this algorithm. Error scores for both old 
and new/simplified versions of this algorithm are signifi- 
cantly lower, sometimes by factors of 2-5 or more, than the 
highest-order Bott [1992] L=8 scheme or the Prather [1986] 
algorithm. The results of this algorithm shown in Figure 2 are 
noticeably more accurate than the piecewise parabolic method 
[PPM, Colella and Woodward, 1984] as subjected to this same 
test by Lin and Rood [1996]. 

While not shown in Figure 2, scores of nonmonotonic ver- 
sions of the Bott, Prather, Smolarkiewicz and Toon techniques 
are shown in Table 1 for comparison. The nonmonotonic 
Prather scheme appears to yield the best scores for this partic- 
ular test, although not all error measures are superior. The 
mass error scores for some of the nonmonotonic algorithms 
demonstrate a sometimes serious deficiency of using non- 
monotonic schemes for advection calculations. While non- 

monotonic schemes can yield better scores for some error 
measures relative to the corresponding monotonic versions, 
nonmonotonic schemes do not conserve mass locally as mass 
disperses in the ripples and oscillations that can spread appre- 
ciable distances from the proper locations of the advected 
shapes. For the higher-order monotonic schemes tested on 
this problem, Table 1 shows that at worst, numerical diffusion 
moves a few parts in 104- 105 outside six to seven grid cells 
of the original tracer distribution initially encompassed by 33 
grid cells. In contrast, the nonmonotonic schemes contain 
mass errors of up to 1-2 parts per thousand, implying that 
there are minor compensating mass errors outside the subdo- 
main shown in Figure 2. Therefore, while nonmonotonic 
schemes can achieve excellent scores for this test, these 

schemes do not exactly conserve mass locally. Nonmonotonic 
schemes also produce physically absurd and unrealistic local 
oscillations, which for some tracer distributions may be unde- 
sirable, as shown in section 3.4. 

The scheme has also been tested for numerous additional 

Courant numbers and 1-D shapes shown by Walcek and 
Aleksic [1998]. These additional tests consider step, triangu- 
lar, cosine, Gaussian, exponential, and parabolic shapes of 
various sizes, and the results are as good as or better than the 
more complicated "bilinear" version of this algorithm 
[Walcek and Aleksic, 1998], which itself is noticeably more 
accurate than many higher-order and computationally more 
expensive schemes for a wide range of test shapes and sizes. 

3.3. Two-Dimensional Rotating Plane Tests 

This algorithm is subjected to a slightly more rigorous ver- 
sion of the standard rotating plane test considered by others. 
On a 100zL, c by 100Ay plane, five sizes of a particular tracer 
shape are rotated around the plane six times, using 628 time 
steps per rotation. The x direction velocity u=-(j-50.5)/50, 
and the y direction velocity v= (i-50.5)/50, where i and j refer 
to grid index numbered from the lower left of the counter- 
clockwise rotating plane. The maximum Courant number in 
any one dimension occurs at the outer edges of the domain and 
is slightly less than 0.5. In these tests a background mixing 
ratio of 10 is used, and the initial peak mixing ratio is 100. 
Figures 3-5 show the rotation of several sizes of cone-shaped 
(Figure 3), cylinder (Figure 4), and cosine hill (Figure 5) tracer 
distributions. Moving counterclockwise from the largest 
shape, the radius of each subsequent shape is reduced by half. 
Thus five identical shapes of radius 16z5•,c, 8z5•,c, 4z5•,c, 2z5•,c, and 
13x are simultaneously displayed in Figures 3-5. All advected 
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Figure 3. (a) Initial and exact cone-shaped tracer distribu- 
tion for rotating plane test. (b) Distributions calculated using 
Bott [1992] L=8. (c) Distributions calculated using this algo- 
rithm. Calculations are for a distribution of five cones each 

-30 cells from domain center. Calculated shapes rotated six 
times around the domain center using 628 time steps per rota- 
tion (3768 time steps). Going counter-clockwise from the 
largest shape, each smaller shape has a radius one-half the next 
largest shape of 16Ax, 8Ax, 4Ax, 2Ax and lax in size. 

shapes are initially located -30Ax from the center of the 
plane, and the center or peak value of each shape is one point 
at (i,/)= (71,29), (60,78), (29,71), (21,43) and (35,24). 
Figures 3-5 compare this algorithm with a monotonic version 
of the eighth-order area-preserving polynomial approach of 
Costa and Sampaio [1997]. 

Figure 3 shows that the peak and shape of all cone sizes are 
advected more accurately than the Bott [1992] L=8 approach, 
especially for the poorly resolved cones. The somewhat more 



WALCEK: MONOTONIC ADVECTION ALGORITHM 9341 

.. 

(a) Initialztep"•fi'•es 
........ 100 ............ 

e• %. [•• i Max= 100 .............. • , '"' ..... 00 
. ' ..... - .... 1 

•o '"' ..... 1 
Noo. 

e o 

.... 

... -- •... . 

........... 
. 

fraction of a percent of the exact peak value. For well-re- 
solved, smoothly varying shapes like this cosine hill, this 
relatively minor error slowly appears after long advection 
times. In contrast, for poorly resolved cosine hill shapes, this 
scheme is about as accurate as or even significantly more accu- 
rate than the Bott or Prather [1986] approach according to 
several error measures. 

The rotating plane tests were performed using the finite-el- 
ement Toon et al. [1988] technique, other orders of the Bott 
[1992] polynomial approach, the Prather [1986] method, and 
several versions of Smolarkiewicz [1983] successive correc- 
tion method. Although calculated tracer distributions are not 
shown, error measures for these additional two dimensional 
tests are summarized in Figure 6. Error measures for each shape 

(b) Bo•.t..L=8 M•'•i'•)nic 
o 6.Retati6'ns, 628 steps/rotation 

(c) .T. his-al'{;ji•iifir• ..... 
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Figure 4. Same as Figure 3 except for a cylinder or "top hat" 
shape. (a) Initial and exact tracer distribution. (b) 
Distributions calculated using Bott [1992] L=8. (c) 
Distributions calculated using this algorithm. 

severe test of rotating a "top hat" or cylinder distribution is 
shown in Figure 4. For poorly resolved cylinders this scheme 
is significantly better than the highest-order Bott approach. 
Even for the well-resolved cylinders, the cylinder edges appear 
more distinct and are less rounded than the L=8 algorithm. 

Figure 5 shows the advection of a more smoothly varying 
cosine hill and shows a minor shortcoming of this algorithm: 
the slight aggregation of mass around the peaks of well-re- 
solved tracer features. While both the Bott [1992] algorithm 
and this algorithm produce a slightly more flattened peak rela- 
tive to the exact shape, the Bott approach flattens out -6% be- 
low the true maximum, while this scheme flattens out within a 

(.c.)..Th is' •il'•)'•i• m 
• ...6 ROt'•{ions, 628 steps/rotation 
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•o 

Max= 94 
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Max= 100 ............... 
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Figure 5. Same as Figure 3 except a cosine hill shape. (a) 
Initial and exact tracer distribution. (b) Distributions calcu- 
lated using Bott [1992] L=8. (c) Distributions calculated using 
this algorithm. 
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Figure 6. Error measures quantifying performance of this algorithm and algorithms by Bott [1992], 
Srnolarkiewicz and Grabowski [1990], Toon et al. [1988], and Prather [1986] for 2-D rotating plane advection 
tests shown in Figures 3-5. (left) Cone shape. (middle) Cylinder shape. (right) Cosine hill shape. Rows from 
top to bottom refer to pker (equation (11)), rnser (equation (12)), rrnser (equation (13)), dsper (equation (14)), 
and rnzier (equation (15)). 
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are calculated over a circular disc subdomain with a radius that 

includes the initial shape plus 5Ax outside the edge of the ini- 
tial shape. Thus errors for the lzXx shape are averaged over all 
cell centers that are within a radius of 6(l+5)Ax (109 cells) 
closest to the center of the initial shape. For each larger 
shape, errors are averaged over the 149, 253, 529, and 1373 
cells closest to the center of each shape. Minimum errors are 
usually zero, except for the nonmonotonic schemes, or 
slightly above zero, owing to numerical diffusion, and are not 
shown for brevity. 

The top row of Figure 6 shows peak errors (pker) as a func- 
tion of the size of the advected feature for many algorithms. 
Clearly, this scheme produces the best peak preservation of all 
algorithms tested, with the relative improvement most notice- 
able for features in the size range 4-16zlx, where it is not un- 
usual to see peak errors that are one-half to one-third the corre- 
sponding errors of the highest-order L=8 approach. 

The second row of Figure 6 shows mass errors (mser). Note 
the expanded scale for mass errors near zero to highlight the 
differences between some schemes with low mass errors. 

While all schemes conserve mass over the entire 100x100 

domain, not all the mass was within five grid cells of its cor- 
rect location. For the monotonic schemes this "leakage" is 
mostly numerical diffusion. However, this mass error is also 
calculated for one nonmonotonic scheme, the Bott [1992] L=4 

approach, and as shown in the second row of Figure 6, the 
higher-order nonmonotonic Bott scheme contains mass errors 
of up to -8% for the cylinder that is 4Ax in diameter, meaning 
that this nonmonotonic scheme artificially adds 8% of the ini- 
tial mass to the domain within 5Ax of the edge of the proper 
tracer location. 

The last three rows of Figure 6 show the root-mean-square 
(rinser), dispersion (dsper), and maximum absolute deviation 
(rnAer) errors. According to these performance measures, this 
scheme is usually slightly more accurate than the Bott [1992] 
L=8 or Prather [1986] approach, and for the larger cosine hill 
shapes, rms and dispersion errors are small but slightly worse 
than the best schemes tested here. 

3.4. Shortcomings of Nonmonotonic Schemes 

For some tests, nonmonotonic advection algorithms can 
yield very good scores of advection performance. Note in 
Table 1 and Figure 6 that the nonmonotonic Bott [1989b] 
scheme can often outscore all the algorithms tested here (e.g., 
note the dispersion errors for the cosine hill shape in Figure 
6). However, such a good performance must be viewed with 
caution. To further highlight the shortcomings of nonmono- 
tonic schemes, the rotating "top hat" cylinder test shown in 
Figure 4 is repeated for three nonmonotonic schemes and re- 
sults are shown in Figure 7. Figure 7a shows that the Toon et 
al. [1988] technique contains appreciable noise throughout 
the background. The smallest two features are indistinguish- 
able from the nonmonotonic oscillations generated by the 
scheme, and the larger advected shapes are poorly represented, 
with considerable nonphysical overshooting and undershoot- 
ing. While poorly resolved shapes are calculated relatively 
well by the nonmonotonic Bott L=8 scheme (Figure 7b), the 
scheme contains appreciable overshooting and undershooting 
near the edges of the larger cylinder. By comparing the mono- 
tonic version of Bott L=8 (Figure 4b) with Figure 7b 
(nonmonotonic version), one notes the appreciable diffusion 
introduced when monotonic constraints are imposed, espe- 
cially for poorly resolved features. Note, for example, the 

(a) Toon et a.I,.,.nonrh'•'•tonic 132 i .......... 
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... (c) Smolarl{i'6wicz nonmonotonic • .... 
• -=::'6"•otations, 628 steps/rotation \ Max 129 .... '"' 
c•-, ........... 44 ,/• ............ 
?- ..... -. 14 -- ' .... 

N •- ' .......... 20 '" 

Figure 7. Same as Figure 4, except for calculations using 
nonmonotonic algorithms: (a) Galerkin finite element [Toon 
et al., 1988], (b) Bott [1992] L=8, and (c) $molarkiewicz 
[1983] (three corrective steps). 

peak value of the second smallest cylinder falling from an ex- 
tremely good value of 95 (Figure 7b) for the nonmonotonic 
solution to 35 (Figure 4b) when monotonic constraints are 
imposed. For this particular size cylinder the nonmonotonic 
cylinder with the very good calculated peak contains 3% more 
tracer mass within 5Ax radial distance beyond the edge of the 
initial shape. Thus tracer mass is not locally conserved. 

The Srnolarkiewicz [1983] technique shown in Figure 7c 
produces appreciable unrealistic deformations of the initial 
tracer field for all sizes of this tracer distribution and signifi- 
cant overshooting for the large shapes, and the smaller shapes 
are virtually indistinguishable from the smoothly varying 
background nonmonotonic noise generated by the scheme. 
For all the nonmonotonic schemes shown in Figure 7, mass is 
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Figure 8. Advection of a 15Ax cone in deformational flows 
after 60 time steps using time step DT=0.6629. 

not locally conserved around each shape. The Toon et al. 
[1988] and $rnolarkiewicz [1983] schemes contain mass errors 
of up to 13% for the shapes shown in Figure 7. 

Under some conditions, nonmonotonic algorithms can pro- 
duce relatively good advection scores. Unfortunately, Figure 7 
clearly shows that nonmonotonic schemes can produce appre- 
ciable mass errors or other highly undesirable distortions 
when poorly resolved features or steep gradients are present in 
the advected tracer fields. In recent literature, many nonmono- 
tonic schemes yield extremely low error scores [e.g., Jakob- 
Chien et al., 1995; Li and Chang, 1996; Chlond, 1994; Toon 
et al., 1988], but these. schemes produce unrealistic results if 
subjected to conditions similar those shown in Figure 7, and 
nonmonotonic algorithms contain nonnegligible mass im- 
balances locally around advected shapes. 

3.5. Deformational Flow Test 

Here the locally deformational flow test described by Bott 
[1989a] is repeated. The x velocity u=sin[•i/25]sin[•j/25], 
and the y velocity v=cos[•(i- 0.5)/25]cos[•(j+.5)/25], where i 
and j refer to the x and y grid indices numbered from the lower 
left comer of a 100x100 grid. A 15Ax radius cone is initially 
centered in the domain, and here a negative background (-20) 
and a cone peak mixing ratio of 100 are used to show how this 
scheme can accurately advect features with nonzero back- 
ground and negative values without modification. Figure 8 
shows the calculated shape after 60 time steps. For this simu- 
lation, At = 0.6629, and Figure 8 can be compared with the ex- 
act shape shown in Figure 3c of Staniforth et al. [1987]. Even 
at this time, the exact shape is sheared into curtains of tracer 
that are thinner than the resolution of this test, but the oscilla- 

tion-free background and the very good shape and peak preser- 
vation of this scheme are evident in Figure 8. 

3.6. Atmospheric transport 

Figure 9 shows results of this scheme applied to realistic 
time- and density-varying atmospheric flows, where an ozone- 
like tracer that is chemically produced in the lower tropo- 
sphere over two urban areas is transported by ambient winds. 
Three-dimensional velocity fields are generated and stored at 
hourly intervals throughout a 5-day period using the National 
Center for Atmospheric Research (NCAR) mesoscale meteo- 
rology model. Both the meteorology model and the tracer ad- 

vection model use a horizontal resolution of 80 km and 15 ver- 

tical sigma pressure layers between the surface and the 100 
mbars pressure level, and the domain shown in Figure 9 is hor- 
izontally subdivided into a grid of 35x38 cells. The time step 
for this test is 1200 s, which is close to a Courant number 

limit for the high winds encountered near the jet stream in the 
upper portions of the domain. An ozone-like constituent with 
a background mixing ratio of 50 ppb everywhere is continu- 
ously produced at a rate of 5 ppb h -1 in the lowest five model 
layers from 1000 to 900 mbars, which approximately repre- 
sents a planetary boundary layer depth. The chemical forma- 
tion occurs only in the small 2x2 Ax 2 (Atlanta) or lx2 Ax 2 
(Chicago) shaded grid cells shown in Figure 9. The tracer dis- 
tributions and wind fields in the layer 1000-900 mbars are 
shown after 4.5 days of continuous chemical formation. Wind 
fields show a midlatitude cyclonic storm traversing the domain 
from west to east, and at the lowest atmospheric layers the 
ozone-like tracer produced over each urban area is advected 
into the center of the eastward moving low pressure conver- 
gent area and lifted up by the converging winds for transport 
above the boundary layer eastward by higher winds aloft. For 
this simulation the background constant mixing ratio is per- 
fectly maintained, and the multiple peaks in concentration re- 
sult from dynamical transport processes. 

4. Discussion 

Figures 2-8 demonstrate that significant improvement of a 
simple, low-order advection algorithm can be achieved by 
very slightly aggregating mass near local extremes of a tracer 
distribution during flux calculations. For a wide range of test 
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•-Maximum vector length = 15.5 m s '1 •_",•i//i?'"',! 71.'•i.'":•:•:•,,,<' ,i I ........ ' ' • :x::•!;::.•.' ' ''""'i '"v" x L I L I I I t. x I , ' • 

•oOow ! • I I x !/"x(\,,..,!:::,• I.f r,,.; I / I 8o, ow / ?O-w . 
•, ' i • • x \ ...... J ........... !,?[ I / ....... ,,,½" ½ •'• ......... 

•' , , x ?'....,x x• x x?x •X • ,•.":.'Xx•••• * '•••-,.-• .......... ' •.-•::'•,' ' )' 

............... ::•. :• • ': • •:",:•,.>.:<,,'"'"•//i// / / / / / / / 
//////N/, .............. •., • • 4- • •'•4•/// 30' , • • •,;/ • / / / / / /.././-./'-"• • I 

3• 'N *:•'"": '::...•' 

/, 90 'W . , 

./,..,,.,'• • • _ .............. • , 80 'W • r • • • 

Figure 9. Wind fields and mixing ratio (ppb) of an ozone- 
like tracer chemically formed continuously at 5 ppb h -1 be- 
tween 1000 and 900 mbars over two urban areas (shown as 
shaded boxes) and advected by time-varying winds for 4.5 
days. Tracer distributions are averaged over five model layers 
between 1000 and 900 mbars. Outside the chemical formation 

area, a constant 50 ppb was initially specified. 
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problems, particularly when tracer shapes are resolved by 
fewer than 10-20 grid cells, this algorithm produces errors that 
are appreciably smaller than errors calculated using higher-or- 
der algorithms that are appreciably more complex and compu- 
tationally expensive. 

4.1. Flux Adjustment Near Extremes 

The use of empirically derived factors to enhance or 
"optimize" the performance of advection schemes is not un- 
usual. For example, Smolarkiewicz [1983] suggests "tuning" 
an antidiffusion velocity factor Sc to reduce errors and recom- 
mends increasing antidiffusive velocities by 1.06 for one 2-D 
test, but suggests a range 1-1.08 for other applications. 
Similarly, Takacs [1985] empirically adjusts another ot factor 
(different from the a here) to minimize errors when advecting a 
triangular distribution in one dimension. Yamartino [1993] 
optimizes two adjustable factors to minimize errors for a sin- 
gle 2-D test. A "steepening factor" which is invoked under 
empirically derived discontinuity conditions is also incorpo- 
rated into the piecewise parabolic method (PPM) described by 
Carpenter et al. [1990]. Likewise, Chlond [1994] applies an 
elaborate exponential flux algorithm near "danger zones" that 
are identified using empirically defined thresholds for several 
indicator parameters that identify tracer regions that are sus- 
ceptible to undesirable behavior. 

The Courant-number-dependent formulations used here to 
"aggregate mass" near extremes to reduce numerical diffusion 
(equation 10) are optimized as described in the appendix for a 
wide range of test problems. As described by Walcek and 
Aleksic [1998], the quasi-empirical adjustment of a low-order 
advective flux calculation near extremes essentially forces the 
low-order algorithm to mimic the desirable behavior of 
higher-order schemes near local extremes of a tracer distribu- 
tion. Equations 10a-b were empirically derived by subjecting a 
wide variety of shapes in both one dimension and two dimen- 
sions to a wide number of combinations of sharpening factors 
upwind and downwind of local extremes over the Courant range 
0-1, and choosing optimal values for Otu and ot a. 

In this scheme the empirical adjustment is applied at only 
two cell edges upwind and downwind of each local extreme of a 
tracer distribution. For most modeling applications the num- 
ber of cells defined as a "local extreme" is typically only a 
small fraction of the total number of cells in the domain, and 

monotonic limitations (equation (6)) often "check" the initial 
estimates of outflowing fluxes irrespective of location near 
peaks. Diagnostic analysis of this algorithm for the rotating 
plane experiments (Figures 3-5) showed that fluxes are only 
adjusted using (10) at 3-3.5% of cell edges encountered during 
the advection calculations. The average flux adjustment at 
these few cell interfaces resulting from using ot > 1 amounted 
to 2-5%. Empirical flux adjustments greater than 10% were 
only imposed at less than 0.9% (step shape) or 0.07% (cone or 
cosine shape) of the cell edges. However, as shown in Figure 
6, these relatively minor adjustments at an extremely small 
fraction of the grid cells removed 20-80% of the errors inher- 
ent by using ot = 1 everywhere and ignoring (10). 

4.2. Computational requirements 

This algorithm is computationally simpler than other 
higher-order schemes. The method must be invoked in a flow- 
direction-dependent sequence, and local extremes must be iden- 
tified. These aspects require several "if" tests for each grid cell, 
but the number of multiplication and additions required per up- 

Table 2. Computational Time 

Relative Mean rms Errors for 

Algorithm Computation Time Figure 3 Cones, % 

Upstream 1 18.4 
Bott [1992] L=I 2.2 10.2 

Bott [1992] L=2 2.5 9.7 

Toon et al. [1988] 2.8 8.6 

This algorithm 2.9 6.2 
Bott [1992] L=4 3.1 7.4 

Smolarkiewicz [ 1983] 4.0 10.5 

Bott [1992] L=8 5.1 6.8 

Prather [ 1986] 6.6 6.4 

dated mixing ratio is appreciably smaller than most higher-or- 
der advection algorithms. Table 2 shows the relative computa- 
tional time of the 2-D tests considered here. Also shown is the 

mean of the rms errors (from Figure 6) for the rotating cone 
test (Figure 3). For slightly less than 3 times the computa- 
tional cost of upstream advection, one obtains advection per- 
formance that is significantly superior to the highest-order 
schemes considered here. The only algorithms tested here that 
were computationally cheaper were algorithms containing 38- 
164% greater rms errors for this test, and the only algorithms 
that contained rms errors that were slightly worse than this al- 
gorithm required 2-3 times the computational expense. 

Figure 10 shows a one-page FORTRAN program containing 
a generally applicable subroutine that can be utilized for other 
applications. The program calculates two-dimensional advec- 
tion by sequentially calling the 1-D subroutine in each dimen- 
sion. In this program, rotating plane velocities (section 3.3) 
or the deformational flows (section 3.5) are defined in the 
main program. The 1-D advection subroutine has been imple- 
mented unchanged into several models of various coordinate 
systems and domains for calculating tracer advection. For at 
least several years after publication the author will provide a 
highly commented version of this program together with 
sample input and output to users via electronic mail requests to 
walcek @ asrc. cestm. albany.edu. 

Appendix: Derivation of Equation (10) 

The adjustment of factor ot to improve advection perfor- 
mance was initially investigated by Sweby [1984] and others, 
who found that there are advantages to setting ot>l or setting 
ot to be functionally related to the surrounding tracer distribu- 
tion [e.g., Harten and Osher, 1987; Thuburn, 1996]. 
Monotonic solutions can be obtained through the appropriate 
choice of or, and ot adjustments that induce "compression" 
[Sweby, 1984], "slope mismatch" [Linet al., 1994], or 
"steepening" [Walcek and Aleksic, 1998] were found to vastly 
improve advection performance for many test problems. 
However, these researchers found that tracer mass tends to ag- 
gregate around local peaks when using ot > 1 over large areas of 
a tracer distribution, which may be desirable for advecting 
small features but produces unrealistic solutions when applied 
to tracer distributions containing "smooth" peaks or well-re- 
solved extremes. Thus a triangle-like distribution is quickly 
transformed into a "plateau" peak if ot >1 is used everywhere 
[e.g., see Walcek and Aleksic, 1998, Figure 4]. Walcek and 
Aleksic found that this "peak aggregation" problem can be 
largely overcome by severely limiting the number of cells 



9346 WALCEK: MONOTONIC ADVECTION ALGORITHM 

PROG•%• ADVF•T2D 

C This code advects a 15DX cone-shaped mixing ratio distribution in two 
C •ensiona by sequentially advecting x and y directions call/ng Z-D 
C subroutine each dimension. Equation •s refer to manuscript. 
C 

PARAMETER (IMAX=100, JMAX=100, IX=110, IXI=IX+Z) 
DIMENSION VC2D( IMAX, JMAX}, U2D( 0: IMAX, JMAX} ,V2D (IMAX, 0: JMAX}, 

& V0 (IMAX, JMAX} 
COM•DN/sub/Q0 (0 :IX1), QN (IX), U (0: IX), DEN0 (IX), DEN-I (IX), DT, E•X (IX), 

& DD0 (0 :IX) 
DATA AIOS, AJOS0 DX, UMX, VCBACK, VCSTEP, PII, DO / 

& 25., 50., 1., 1.,-20., 120., ,3.141592653589793,1. / 
DATA AN, SUM2, L•%X, RMSER, VCMAX, VCMIN/4*0., -1 .El0,1 .El0/ 

WRITE(6,*) ' Wind fields? O-rotating; or 1-divergent winds' 
READ(5, *) nmmDTY 
IF(•.EQ.1) AIOS= 50.5 
ILOP=- AIOS-21.9 ! needed for printouts 

C Define wind fields (rotation or divergent) and initial mixing ratios 
C Cone at (25,50) for rotating winds; Cone at (50, 50) divergent winds 

DO 10 J--JMAX,.0,-1 
DO 11 It0, IMAX 
IF (J.GT. 0} U2D (I, J) =-2. *UMX* (REAL (J) -REAL (JMAX}/2. -.5)/REAL (JMAX) 
IF(I.GT.0) V2D(I,J}= 2. *UMX* (REAL (I}-REAL(IMAX}/2.-.5)/REAL(IMAX) 
IF ( I%•m•.•O. 1) THEN 

XA=PII / 25. 
IF(J.GT.0) U2D(I,J} =UMX*SIN(XA*REAL(I) ) *SIN(XA* (REAL(J)) ) 
IF (I. GT. 0 ) V2D ( I, J } =UMX*COS (XA* (REAL ( I ) -. 5 ) ) *COS (XA* (REAL (J } +. 5 ) ) 

IF (I.EQ. 0.0•{.J.•Q. 0 } GOTO 
DXX (J) = D• 
UMAX= MAX(ABS (U2D(I, J} ) ,ABS(V2D(I, J) ) ,UMAX} 
RX= SQRT((REAL(I) -AI0S) **2 .+(REAL(J)-AJ0S) **2. ) 
VC2D(I,J)= VCBACK + VCSTEP*MAX( 0., 1.-RX/15.) 
V0 (I,J) = VC2D (I, J) 

10 IF(J.GT.0) WRITE(6,100) J, (NINT(VC2D(I,J}) ,I=ILOP,/LOP+42) 
C 

100 FORMAT (' ' , 4413 ) 
r•'(•.•. o) • 
WRITE(6,*) ' •iterations •er revolution? must be>',PII*(IMAX-1) 
WRITE(6,*) ' Followed by the number of revolutions desired' 
READ(5,*) NITPREV, ANREV 
PT= PII*REAL (IMAX-1) *DX/UMAX/REAL (ATITPREV) 
NSTEP= REAL (NITPREY) *ANREV + . 9999 

ELSE 

WRITE(6,*) ' Courant •? eg. C=.6629 ('to match Staniforth figs) ' 
WRI (6,*) ' Followed by % of iterations? e.g. 20,40,60,80,400' 
READ(5, *) CIrRNT, NSTEP 
PT= CURNT*DXI• 

END IF 

WRITE(6,*) ' Max wind speed, Courant number=' ,UMA ,UMAX*DT/DX 
Q0(0)= VCBACK !boundary conditions: lateral inflow/outflow 
Q0 (IMAX+i) = V•BACK 

DO 30 IT=i,NSTEP ! Beginning of time iteration loop 
IF(MOD(IT, 10) .EQ. 0)WRITE(6, *) ' processing iteration', IT, ' -' ,IT+10 

DO 20 J=i,JMAX ! Do I-advection first over all J-lines 
DO 22 I=l, IMAX 

DEN0 (I) = DO !Eq-5 
DEN1 (I) = D0-DT/D•Of(I) * (D0*U2D(I,J) - D0*U2D(I-1,J ) } !Eq-5 
DD0 (I) =DEN0 (I) 
Q0 (I) = VC2D (I, J) 

22 U(I)= U2D(I, J) 
DDO (o) = DO 
U(0)= U2D(0,J) 

CALL ADV•:ID (INAX) 
DO 20 I=l, IMAX 

20 VC2D(I,J)= Q•(I) 

DO 30 I=l, IMAX : Do J-advection next over all I lines 
DO 32 J=i,JMAX 

Q0 (J) = VC2D ( I, J) 

DEN0(J)= DO- DT/DXX(I) * (DO*U2D(I,J)-DO*U2D(I-1,J )) !Eq-5 
D•I(J}= DEN0(J)-DT/DXX(J}*(D0*V2D(I,J)-D0*V2D( I,J-1)) !Eq-5 
DDO (J) = DO 

32 U(J)= V2D(I, J) 
DDO (0) = DO 
U(0)= V2D (•, 0) 

CALL ADV•ClD (J•AX) 
DO 30 J=i,JMAX 

30 VC2D(I,J}= Q•(J) ! •nd of time and I iteration loop 
C 

C Print out final distributions, assess.errors near initial sm•e 
WRITE (6, * ) ' m/xing ratio at N--' ,NSTEP 
DO 50 J--JMAX, 1, -1 
DO 55 I=i,IMAX 

RX= SQRT((REAL(I) -AIOS) **2 .+ (REAL(J) -AJOS) **2. ) 
IF(RX.LT.20) RMSER= RMSER + (VC2D(I,J)-V0(I,J)) **2. 'Eq-13 
IF(RX.LT.20) AN= AN + 1. 

55 VCMAX= MAX(VC2D(I,J) ,VCMAX ) 
50 WRITE(6,100) J, (NINT(VC2D(I,J)) ,I=ILOPoILOP+42) 

RMSER= 100. *SQRT(RMSER/AN)/VCSTEP 'Eq-13 
PEAKER= 100. * (VCB•/IK+VCSTEP-VCMAX)/VCSTEP !Eq-ll 
WRi"I• (6,245) NSTEP, VCMAX 
IF(IWNDTY.EQ.0) WRITE(6,246) •MHER, PEAKER 
STOP 

245 FORMAT(' after',I6,' iterations',/,F10.4,' Max/mum mixing ratio') 
246 FORMAT( ' ', f12.5, '% RMS error', /,F12.5, '% peak error' ) 

1-D subroutine 
SUBROUTINE AUP]•ID (IDIM) 

C This subroutine calculates change in mixing ratio (Q0) during time 
C step DT due to advection along a grid IDIM in length. Mixing ratios 
C from host code (C) are loaded into Q0 array, which is updated to QN. 
C Velocities (U) and fluxes (FLUX) are specified at cell FACES, having 
C dimensions 0: IDIM. U, Q0, QN, I•X an• FL•X indices der/ned here: 
C Fluid densities flowing across each face (DD0), & beg•nn4ng and end 
C of each dimension step (DEN0, D•i) are defined in HOST CODE 

C=grid-> I i I 2 I =-i I Z I .... I mXM I<-•ostgric• 
C U-array-> u(0) u(1) u(2) u(i-1) u(i) u(IDIM) 
C Flux -> FLUX(0) FLUX(I-l) FLUX(I) FLUX(IDIM) 
C DD0 -> DD0(0) DD0(I-1) DDO(I) DD0(IDIM) 
C C-array-> I C(1) I C(2) 1 C(I-1) I C(I) I .... I C(IDIM) I mixing ratio 
c rot-arty-> I • I ma I •a-llo•.x I .... I nxInml 

C Q0 defined along 0 - IDIM+i cells: 
c I IQ• Ic• I c• I • I I c• I I 
c I Q0--I-Q0--I-Q0--I--oo --I--QO--I .... I-- QO --I--QO I 
c I 0 I i I 2 { x-1 I x I I znm I zDm+xl 
C lower BC I <--- Q0 grid ---> I upper BC 
C Boundary conditions are stored in Q0 cells 0 & IDIM+i 

PARAMETER( IX=110, IXl=IX+i) 
C Input/ouTput information passed to subroutine in cc•non 'sub' 

C0•l•0N/sub/Q0 (0: IXl), Q•(IX), U( 0: IX), DEN0 (IX), DEN1 (IX), PT, DXX(IX), 
& DDO (0 :IX) 

DrMENSZON FLUX(0:IX) ,VCMAX(IX),VCM•N(IX) 
LOGICAL nomaq(0: mr1) 
DATA ZR0, IMXMN/0., 112' .FALSE. / 

C 

IMXMN ( IDIM+ 1) =. FALSE. 
C Identify local max and miD, specify mix/ng ratio limits at new time 

DO 5 I=l, mIM 
IMXMN(I)=Q0(I) .GE.MAX(Q0(I-1),Q0(I+i)) .OR. {=true if local 

& Q0(I) .LE.MIN(Q0(I-1) ,Q0(I+i) ) ! extreme at i 
CKI= Q0 (I) 
CK2= Q0 (I) 
IF(U(I ).LT.ZR0) CKI= Q0(I+l) 
IF(U(I-1) .GE.ZR0) CK2= Q0(I-1) 
%T•HAX(I)= MAX(Q0(I), CK1, CK2 ) ! Eg. 7 

5 VC•m(Z)= •n•(Q0(z), cK•, CK2 ) : Eq. 7 
C 

C Update mixing ratios and limit Fluxes going UP where u>0 
IF(U(0) .GE.ZR0) FLUX(0)--Q0(0) *U(0) *DT*DDO(0) !upstream at boundary 
DO 10 I=l, IDIM 
IF(U(I) .LT.ZR0) GOTO 10 
IF(U(I-1) .LT.ZR0) THEN ! outflow-only cell: upstream 

FLUX(I) = Q0 (I) *U(I) *DT*DD0 (I) 

Xi= DT*U(I)/DXX(I) ! Courant number 
XlN= (1. -Xl) * (Q0 (I+l) -Q0 (Z-l))/4. 
CF= Q0 (I) + XlN ! Eg-4a 
IF(IMXMN(I-1)) CF= Q0(I) +MAX(1.5,1.2 +.6 *Xl)*XIN !Eq-10b 
IF(IMXMN(I+l) ) CF= Q0(I) + (1.75 -.45'X1) *XIN !Eq-10a 
CFi= MIN( MAX( CF, MIN(Q0(I),Q0(I+i)) ), MAX(Q0(I),Q0(I+i)) ) 
•N(Z)= MAX(VCMIN(Z), •rN( VCMAX(I), {Eq-3 & 8 

& (Q0 (I) *DEN0 (I) -Xl*CFi*DD0 (I) +FLUX (I-l)/DXX (I))/DEN1 (I))) 
FLUX(Z) = nXX(Z) * (Q0 (Z) *DEN0 (Z) - QN(I) *n•N1 (Z)) + FLUX(Z-l) 

END IF ! Eq-9a 
10 CC•TINUE 

C 

C Update mixing ratios and limit Fluxes going DOWN where u<0 
IF(U(IDIM) .LT.ZR0) FLUX(IDIM) =Q0 (IDIM+i) *U(IDIM) *DT*DD0 (IDIM) 
DO 20 I=IDIM, 1,-1 !Eq-13 
IF(U(I-I) .GE.ZR0) TT•N ! Inflow-only cell 

IF(U(I) .LT.ZR0) Q•(I)= MAX( VCMIN(I), MIN( VCMAX(I), 
& (Q0(I)*DEN0(I)-FLUX(I)/DXX(I) + FLUX(I-1)/DXX(I))/DENI(I) )) 

Xl= Uf*ABS(U(Z-1) )/DXX(r) ! tourant number 
XlN= (1.-Xl)*(Q0(I-I)-Q0(I+i))/4. 
CF= Q0 (•) + XlN ! Eq-4b 
IF (IMXMN (I+l)) CF= Q0 (I) +MAX ( 1.5,1.2 +. 6 *X1) *XIN ! Eq-10b 
IF(IMXMN(I-1) ) CF= Q0(I) + (1.75 -.•5'Xl) *XlN !Eq-10a 
CFI= MIN( MAX( CF, MIN(Q0(I),Q0(I-1)) ), MAX(Q0(I),Q0(I-1)) ) 
IF(U(I) .GE.ZR0) CFi= Q0(I) ! outflow-only cell upstream 
•N(Z)= •AX(•m•N(Z), •n•( VCMAX(Z), !Eq-3 & 8 

& (Q0 (I) *DEN0 (I) -FLUX (I)/DXX (I) -XI*CFI*DD0 (I-l))/DEH1 (I))) 
FLUX(I-1)=nXX(I)*(Q•{(I)*D•2{i(I) - Q0(I)*•EN0(I)) + FLUX(I) 

END IF ! Eq-9b 
20 CC•TINUE 

Figure 10. FORTRAN program with 1-D advection subroutine of this algorithm for 2-D tests. 
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Figure 11. Root-mean-square errors (in percent) for advect- 
ing (a) cosine-shaped hill (8Ax period) and (b) a triangle shape 
(hAx half width). Errors are given as a function of steepening 
factor a (from equation 10) applied upwind and downwind of 
local extremes. Shapes advected 50 cells at a Courant number 
0.2994 (167 time steps). The rms errors are averaged over 40 
cells surrounding the exact shape location. Shaded areas denote 
regimes where this scheme is more accurate than monotonic 
versions of higher-order schemes by Bott [1992] L=4 (light 
shading) or Prather [1986] (dark shading). Crosses denote 
"optimum" choices of a u and a a which produce the lowest rms 
error. 

where "steepening" (using a >1) is applied. Here only two 
cells surrounding each local extreme of a tracer distribution are 
"steepened". Thus, for tracer features that are resolved by a 
large number of grid cells, the additional steepening influ- 
ences only a small fraction of the tracer distribution. For 
poorly resolved tracer distributions, a proportionally larger 
fraction of the tracer shape experiences "aggregation" during 
advection updates. Thus the scheme represents a "hybrid" ap- 

proach where the positive aspects of setting a>l for poorly 
resolved shapes are maintained while the undesirable influ- 
ences of setting a >1 for well-resolved peaks are limited. 

The Courant-number-dependent equations used to 
"aggregate" mass around local extremes to significantly im- 
prove advection performance (equation (10a) and (10b)) were 
derived by performing numerous 1-D advection tests of a vari- 
ety of tracer shapes over the Courant number range 0-1. The 14 
shapes shown in Figure 5 of Walcek and Aleksic [1998] were 
advected 50 grid cells, requiring 56-500 time steps, depending 
on the Courant number tested. It was hypothesized that aggre- 
gation would be required upwind of and downwind of extremes, 
so for each advected shape rms errors were calculated for all 
possible combinations of a u and %/in the range 1 < a < 2. 
Figure 11 shows a contour diagram of the percent rms errors 
generated by this algorithm as a function of %/ (horizontal 
axis) and o• u (vertical axis) for a cosine hill (Figure 11 a) and a 
triangle (Figure 1 lb) shape advected for 167 time steps at a 
Courant number 0.2994. The cosine hill is defined by 

Q = 2 + cos(•:Ax/4) 164<4, 

Q=I everywhere else. The triangle is specified as 

Q = 3- 21zha:l/5 
Q=I everywhere else. Here Ax is the number of cells between a 
given cell and the peak or center of the initial shape in the 1-D 
domain of 100 grid cells. 

It is readily apparent in Figure 11 that there are optimal 
choices that minimize the rms advection errors, and the best 

choices for au and ot a are marked with a cross. Shaded areas in 
Figure 11 denote regimes where rms errors calculated using 
this algorithm are lower than the Bott [1992] L=4 (light shad- 
ing) or the more accurate multimoment monotonic Prather 
[1986] (dark shading) schemes. While the optimum choice of 
a u and Ot d for one shape is not the best choice for the other 

,8 • , , ß i 

• / El ' optimum act when local extremem 
• •. !/DOWNWIleD of cell edge 

:1.i ' ..... ....................... '" .............. ................... 

• •.4 

u• 0.0 0.2 0.4 0.6 0.8 1.0 
Courant # 

Figure 12. Optimum choice of aggregation factors for cell 
edges if a local extreme is downwind of a cell edge (open 
squares) and upwind of a cell edge (solid circles) as a function 
of Courant number. Each point is the average of the optimum 
factors for advecting 14 shapes of various sizes 50 cells in one 
dimension. 
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shape, one can choose values for au and aa that produce better 
scores than both Prather and Bott for both shapes. For all the 
1-D test shapes presented by Walcek and Aleksic [1998] the 
optimum a u and a a combination yielding the smallest rms er- 
ror was identified for each shape at a particular Courant num- 
ber. The additional test shapes include cosine or sine shapes of 
various periods (periods of 10Ax and 20Ax), Gaussian 
[Q=l+2exp(-Ax2/49)], exponential [Q=l+2exp(-]Ax]/7], circle 
[Q=I+ 2(1-Ax2/64) ¸, lax]<8], parabola [Q=3-2Ax2/49, 
IzXxl<7], triangles (half-width 10Ax), steps, and "tooths" 
[Q= 1 +2(1 -Ax/7) for 0<Ax<7 only]. 

At each Courant number the optimum a u and a a were aver- 
aged for all shapes tested, and these averages are p..otted on 
Figure 12. It is readily apparent that there is a Courant-num- 
ber-dependent trend through the points plotted. Equations 
(10a) and (10b) represent a rough fit through the optimum val- 
ues shown in Figure 12, although there are an appreciable 
range and scatter of the optimum a u and ot a values that can be 
used that will make this algorithm better than existing higher- 
order schemes. It was found that generally, using as slightly 
less than (10) worked better for "smoothly varying" tracer dis- 
tributions, while using as slightly greater than (10) improved 
error scores for poorly resolved tracer distributions relative to 
the results shown here. Using (10) around extremes represents 
a reasonable "average" that produces fairly good results that 
are nearly always better than the Bott [1992] L=4 scheme and 
often better than results of Prather [1986], especially if ad- 
vected features are resolved by fewer than 8-12 grid cells. In 
the limit of advecting extremely small features, Walcek and 
Aleksic [1998] found that a 2Ax-wide step function could be 
advected perfectly for any Courant number for constant 1-D 
winds by using a>4 everywhere, which also holds for this al- 
gorithm, although using a>4 everywhere leads to unrealistic 
aggregation of mass around local extremes for large tracers of 
any shape. 
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Abstract. We present an analytical evaluation and interpretation on how diabatic heating 
of the convective boundary layer (CBL) is transported upward into the midtroposphere by 
mesoscale flows, and how the air mixes with the environment and therefore weakens the 
atmospheric static stability. The thermodynamic imprint on the free atmosphere due to 
the irreversible processes such as mixing, dissipation, and diffusion, associated with the 
mesoscale flow, is more clearly shown when the forcing is periodic in time. Convective 
mixing in the CBL accounts for a thermodynamic perturbation of the order of a few 
degrees, while mixing associated with the mesoscale activity accounts for a perturbation of 
the order of half a degree. To isolate this last effect, we prescribe a periodic forcing with a 
I day period, so over 24 hours, the net diabatic input averages to zero, and the 
contribution due to the advection cancels out. In this formulation the perturbation is 
solely due to irreversible processes associated with the mesoscale. These perturbations are 
relevant, since they are smaller, but of the same order of magnitude as perturbations 
associated with mesoscale advection and the CBL mixing. A more complete evaluation of 
the relative contribution to the atmospheric perturbations due to the mesoscale activity 
was completed using an initial value problem approach. In this case, there is a net 
transport of the diabatic heat induced by the mesoscale flow. As a consequence, when the 
mesoscale flow persists for several days, the static stability of the atmosphere is eroded by 
the combined action of the diabatic heat, CBL mixing, and transport and mixing due to 
the mesoscale activity. In this paper we first evaluate the contribution of the irreversible 
processes using a periodic in time forcing. Then we examine the atmospheric impact due 
to a sequence of several sea breeze days, starting from rest at time zero and letting the 
flow evolve as an initial value problem. Results suggest that perturbations associated with 
mesoscale flows generated by landscape variability are of climatological importance and 
need to be introduced in a parametric form in coarser large-scale models, as presently is 
done with turbulent subgrid CBL processes. 

1. Introduction 

In regions characterized by land surface heterogeneity the 
lower boundary generates local atmospheric flows that redis- 
tribute momentum and diabatic heat within the planetary 
boundary layer (PBL) [Avissat and Schmidt, 1998; Shen and 
Leclerc, 1995; Dalu et al., 1996; Emori, 1998]. 

Integrated measurements performed during the Boreal Ec- 
osystem-Atmosphere Study (BOREAS) experiment [Sellers et 
al., 1995] from different platforms, such as towers, balloons, 
and instrumented airplanes, have shown that persistent mesoscale 
flows can leave an imprint in the free atmosphere which extends 
up to the middle of the troposphere [Pielke and l/Male, 1995]. One 
important consequence is that air perturbed by the diabatic sen- 
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sible heat, instead of being confined within the PBL, is trans- 
ported upward and, as it diffuses, mixes with the air in the middle 
of the troposphere, weakening its static stability. As a result, a few 
days of persistency of the mesoscale flow can add up to a signal of 
climatological relevance [Pielke and Vidale, 1995]. 

Mesoscale flows are driven by the horizontal gradients of sen- 
sible heat fluxes, which are usually associated with landscape 
variability, such as due to the presence of large bodies of water, 
patches of terrain covered by a different kind of vegetation, and 
local orographic features. When the large-scale flows are weak, 
the surface-forced mesoscale flows, with its distinctive diurnal 
pattern, can persist for several days, or even weeks. The charac- 
teristics of the air above this region are affected and modified by 
these mesoscale winds, till they are eventually advected away by 
larger-scale strong atmospheric flows. Data collected during the 
BOREAS experiment show sizable and persistent mesoscale at- 
mospheric flows induced by landscape variability [i/idale et al., 
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1997]. These flows, studied by Vidale et al. [1997] using a numer- 
ical model (RAMS), influence the entire lower half of the tropo- 
sphere through a redistribution of heat and momentum, when the 
large-scale conditions are favorable. 

In this paper we provide a quantitative evaluation of the 
intensity of the perturbations induced by mesoscale flows, and 
of the space and timescales involved in these processes, using 
linear theory. Here we analyze some of the main features 
induced by persistent (a few days) mesoscale flows using linear 
theory. While only the linear response, of course, can be evalu- 
ated using linearized equations, such models have been shown to 
be effective in identifying dominant physical processes associated 
with sea breezes [e.g.,Rotunno, 1983; Dalu and Pielke, 1989, 1993; 
Dalu et al., 1996]. This approach can also assist in the develop- 
ment of a parameterization of mesoscale effects generated by 
spatial variability of surface sensible heat and used in larger-scale 
models and as discussed by Avissar and Chen [1993],Avissar and 
Schmidt [1998], and Wang et al. [1998]. 

2. Governing Equations and Atmospheric 
Response 

The two-dimensional and Boussinesq primitive equations in 
linear form are 

• + X u - fV + •xx = K •--X•X2 + • u, (l) 

•-[+ X v+ fu:K •+• v, (2) 

7/+x W+Cz z w, (3) 

•+ X b + N•w = Q + K •x2x2 + • b, (4) 
Ou Ow 

-- + = o 

As a lower boundary condition, we assume that the vertical 
momentum component vanishes at the ground, w(x, z --- 0, 
t) = 0. In these equations, u, v, w are the velocity compo- 
nents, b is the buoyancy force, Q is the diabatic buoyancy 
source related to the vertical divergence of the sensible heat 
flux in the convective boundary layer (CBL), and • is the 
geopotential as in the work of Rotunno [1983]. Equation (5) is 
the continuity equation. 

We study mesoscale flows, which are diabatically forced in 
the CBL, as shown, for example, by Dalu and Pielke [1993], and 
how the atmospheric stability parameters can be modified by 
mesoscale flows on a horizontal scale of the order of two 

Rossby radii. When the mesoscale flows persist one or few days 
in weak large-scale flow conditions, the perturbation can sig- 
nificantly influence the lower half of the troposphere. We use 
the following values for the Brunt-Viiisiilii frequency No, Co- 
riolis parameter f, and diffusion coefficient K: 

Oz=3[K/km] b =g •, N0= g , 

K: 10 to 100 [m:/s], (6) 

2qT 

co--• f= 2co sin (54 ø ) X:2to10[day-•], (7) 

where 0 is the potential temperature perturbation, © is the 
environment potential temperature, and ©z is its vertical gra- 
dient. The parameter X -• is the lifetime of the mesoscale flow; 
X is a bulk dissipation that represents frictional losses at low 
wavenumbers, while K is the diffusion coefficient which ac- 
counts for the losses at high wave numbers. 

In the presence of periodic forcing we keep the value of the 
diffusion coefficient constant and equal to K - 10 [m2/s] and 
study the mesoscale response for a Rayleigh friction coeffi- 
cient, X - 2 to 10 [day-•]. We conclude, from the time lag 
between the diabatic forcing and the mesoscale response that 
a realistic value of X is closer to the higher values of the 
Rayleigh friction coefficient. When X - 10 [day-•], the spin- 
down time mesoscale flow is 2.5 hours. 

The mesoscale flow is driven by the horizontal gradient of 
the vertical divergence of the diabatic source Q in (4): 

Q = Qo q(t)r(x, z), (8) 

where q(t) is its time behavior and r(x, z) its spatial distribu- 
tion. The equations (1)-(5) can be reduced to an equation for 
the stream function ½: 

• + X - KV 2 + f2 022 

+ •+ X-KV 2 +N2 O _ oQ OX 2 -- OX ' 

0 2 0 2 Oq, 
..... w. (9) V2 =- •X•X 2 + O z 2' O z u, O x 

3. Atmospheric Response to a Periodic in Time 
Forcing 

In this section we evaluate the thermodynamic imprint due 
to the irreversible processes. In order to isolate this contribu- 
tion we apply a periodic forcing where the air particles describe 
closed orbits; as a result, the net diabatic input and the advec- 
tion vanish over a cycle. 

3.1. Diabatic Periodic Forcing 

Here we assume that the diabatic forcing Q is periodic with 
a pulsation co from which it follows that in a cycle the net 
diabatic input averages to zero: 

•mlexp(jcøt)l•[•+tanh(•_)](h-Z)He(h_z) ' Q=Qo j 35 h 

Q =Q0sin(cot) 5 1 +tanh h He(h-z), 

Qo=N•hco, h=3km, L:30-100km, ©z=3K/km. 

He(h - z) is the Heaviside step function equal to 1 when 0 < 
z < h and zero when z > h; h is the depth of the CBL. L, 
ranging from 30 to 100 km, is the horizontal extent of the 
influence region of the mesoscale flow, and K = 10 m2/s is the 
diffusion coefficient, and X ranges from 2 to 10 d -•. 

The Fourier transform of the streamfunction equation (equa- 
tion (9)), given the periodic in time forcing (equation (10)), is 
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{[jto + X + g(k 2 q- _3_ f2}/2t 

+ {[jto + X + g(k 2 + /•2)]2 _3_ N•}k2•t __ •, 

- - 

-Qø (rr)/.r /.rh ' sinh •- kL 

In (11), 0 is the Fourier transformed stream function, and k 
and/x are the horizontal and the vertical wave numbers, re- 
spectively. Solutions to (11), including momentum compo- 
nents, particle displacements, and temperature perturbations 
are given in Appendix A1. 

3.2. Mesoscale Flow Intensity and Time Lag in Its 
Response to Forcing 

Since the model is linear, the intensity of the flow increases 
monotonically as the forcing increases. The in-phase compo- 
nent • decreases monotonically as dissipation and diffusion 
increase, while the out-of-phase component •2 initially in- 
creases as dissipation and diffusion increase, to decrease 
monotonically for large values of dissipation and diffusion 
(equations (33) and (34) of Appendix A1). The flow compo- 
nents • and •1 are 

½1 sin (tot) + ½2 cos (tot) 

Q[(a2p, 2 + b2k 2) sin (tot) - c(k 2 + /.•2) cos (tot)] 
(a2/•2 + b2k2)2 + ½2(k2 +/•2)2 

• {(2[(X2 + f2_ to2)tx2 + N•k 2] sin (tot) 

_ 2OtoX(k 2 + /.•2) cos (tot)} 

ß + _ + + + 

when 

X>>K(k 2 + /•2). 

While the maximum intensity of the forcing occurs at noon 
(equation (10)), the maximum intensity of the mesoscale flow 
occurs later because of the delay induced by the dissipation. 
The phase lag O in the response can be computed from (33) 
and (34) of Appendix A1. The phase lag O and the time lag Tlag 
increase as the dissipation increases, and they are small at high 
wave numbers and large at low wave numbers; that is, small- 
scale mesoscale features respond quicker to forcing: 

0 = tan-1 [•-•2 ] = tan-1 [ c(k2 + /'•2) ] 
[ ] •-tan-1 f2 /x 2 N•k2 , (13) (?,2+ _to2) + 

Tlag '-- '0/to. 
The values of the coefficients a, b, and c in (12) and (13) are 

given in (35) of the Appendix. The last formulas in (12) and 
(13) hold when the diffusion is small. We recall that a fully 
developed sea breeze has a horizontal scale of two Rossby 
radius, k • 1/Ro, and a vertical scale of double the CBL 
depth,/x •- I/h, in (12) and in (13) [Dalu and Pielke, 1993], 
which gives a time lag Tlag m [2X/(X 2 + f2 _ to 2) + No2h2/ 
Ro2]. At high latitudes, the time lag between the forcing and the 
flow response is of the order of the lifetime of the flow; fur- 

thermore, the time lag and the phase shift are smaller at higher 
wave number, increase with dissipation, and decrease with 
latitude, vanishing in the absence of dissipation and diffusion. 

Haurwitz [1947], analyzing several sea breeze cases, has em- 
pirically determined the Rayleigh friction, as X = 10 [day-•], as 
the value which induces the observed phase lag from a pure 
inertial oscillation in the hodograph of the horizontal wind 
vector. Wang et al. [1996] evaluate the mesoscale lifetime as 
A- • from 0.25 to 0.5 day, which is considerably longer than that 
evaluated by Haurwitz. Recently, using physical consider- 
ations, Grant [1997] has given as decay time X -• = (u,/ 
h)- • • 0.2 day, close to Haurwitz's value. 

Simulations increasing the value of the dissipation and dif- 
fusion show that the intensity of the flow decreases as the 
frictional force increases, while the time lag between the forc- 
ing and the mesoscale response increases for increasing values 
of the dissipation X. 

From (13) and from simulations the time lag Tlag is from 1 to 
2.5 hours for values of X from 2 to 10 day- •. Since the observed 
time lag between the forcing and the sea breeze response is of 
the order of 2-3 hours, we believe that the correct value for X 
is close to that given by Haurwitz [1947] and by Grant [1997]. 

3.3. Thermodynamic Imprint and Air Particle Trajectories 

The periodic case is not only introductory to the more com- 
plex initial value problem, but since when the forcing is peri- 
odic, the net diabatic input averages to zero in a day (equation 
(46)), this makes the evaluation of the net thermodynamic 
imprint due to irreversible processes in the free atmosphere 
easier to compute and clearer to understand. 

In a time cycle, each air particle describes a trajectory which 
is a closed elongated ellipse, (Figures la, 2a, and 3a). The ratio 
between the minor and the major axis of the ellipses increases 
as the dissipation increases: the major axis becomes smaller as 
the minor axis becomes larger. Since the trajectories are 
closed, the net advected heat averages to zero (equation (47)). 
However, as the air particles describe their elliptical trajecto- 
ries, they diffuse and partially mix in the environment. Each air 
particle interacts with the neighboring particles. The interac- 
tion distance is r = X/K/(X 2 + 602) 1/2, and the timescale is 
•-= 1/X/(X2 + to2); see (44). The dissipative-diffusive process 
leaves a thermodynamic imprint with a nonzero average, 
(equation (48)), as shown in Figures lb, 2b, and 3b. This 
imprint is of the order of tenths of degrees and may be of 
climatological significance, when integrated over all the coastal 
regions of the Earth [Walsh, 1974]. From (48) and (43) the 
temperature perturbation averaged over a cycle is 

' --T •-1 •1 (1•'1 -{- i•'l) • q- (1•'2 q- i•'2) 0X ] 

[ 0½1 0½2]} - + (½1 + hi) ax/' 
Ix + + - 

ß I•1 -{-j•2 : IX -{- K(k 2 2t- /..[2)]2 q_ 60 2 
X -jto 

= X2 + to2 (14) 
when 

X>>K(k 2 + /x2). 

When the dissipation and diffusion are negligible, the net 
thermodynamic imprint is also negligible. The imprint in- 
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Figure 1. Air particle trajectories described for a periodic case for different values of the parameters: (a) 
L o = 30 km, K = 10 m2/s,/• = 2 day-•; and (b) averaged temperature perturbation in 1/1000 of degree. The 
thermodynamic imprint of the air particle trajectories is in Figure la. (c, d) As in Figures la and lb, but X = 
10 day -•. 

creases with dissipation and diffusion; however, for very large 
values of dissipation, it decreases since the intensity of the flow 
decreases and the dimensions of the ellipses described by the 
air particles collapse. The maximum intensity of the flow and 
of the imprint occur when f2 • to2_ [X + K(k 2 + /x2)] 2, 
which, in midlatitudes, is a value of X close but smaller than 
that given by Haurwitz [1947] and by Grant [1997]. 

4. Diabatic Forcing in the Initial Value Problem 
In this section we evaluate the thermodynamic tropospheric 

imprint of the mesoscale flow. We use an initial value problem 
approach. With a start from a rest state, we apply the diabatic 
forcing for four consecutive days. We evaluate the perturba- 
tions induced by the diabatic input, the advection, and the 
irreversible processes combined. In this section the Rayleigh 
friction coefficient is set to X - 5 [day-1], which corresponds to 
a spin-down time of the order of 5 hours in the absence of 

forcing. The diffusion coefficient ranges from K = 10 [m2/s] to 
K = 100 [m2/s]; larger values refer to the CBL region. 

4.1. Diabatic Forcing 

In the initial value problem, the atmosphere is initially un- 
perturbed and uniformly stratified. The diabatic forcing is 

Q(x,z, t) = QoHe(h -z) 5 1 +tanh 

ß [A + sin (tot)], (15) 

Qo = N•toho, L0 = 30 km. 

No is the Brunt-Viiisiilii frequency and toh o - 2 km/d is the 
growth rate of the CBL. Q > 0 during the daytime (t .... ise < 
! < ! ..... t), and Q < 0 during the night (! ..... t < ! < ! .... ise). 
WhenA = 0, the duration of the day is equal to the length of 
the night. We chose A such as to have a daytime of 14 hours 
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Figure 2. (a) Air particle trajectories with L o = 60 km, K = 10 m2/s, A = 2 day-t; and (b) averaged 
temperature perturbation. The imprint of the air particle trajectories is in Figure 2a. (c, d) As in Figures 2a 
and 2b, but X - 10 day -•. 

and a nighttime of 10 hours, as during a summer day at 54øN 
latitude. 

During the first day (t .... ise < t < t ..... t) the CBL, hD(x, 
t), grows monotonically from sunrise to sunset [Green and 
Dalu, 1980]: 

ho(x, t) = N-• dt' Q = s hoo(t) 1 +tanh , 
unrlse 

2QøI 1 -cøs (tot)l (16) høø(t) = N• At+ . 
The diabatic heat is distributed through the CBL as 

Qo(x, z, t) = QoHe(hoo(t) - z) 5 1 + tanh 

ß [A + sin (tot)]. (17) 

During the following n. ight (t ..... t < t < t .... isc) the air is 
cooled through a shallower layer, h•v(x, t): 

hN(X, t) =hoN(t) • 1 +tanh , hoN(t) = 300 m. 

(18) 

The diabatic cooling is distributed through the nocturnal 
boundary layer (NBL) as 

QN(x, z, t) = QNHe(ho•(t) - z) 5 1 + tanh 

ß [A + sin (tot)]. (19) 

In the following days after the first sea breeze day, in the 
early hours of the morning, the convection has to work its way 
through the cold air of the nocturnal NBL and through the 
stable marine air advected inland during the night, before it 
can grow deeper than the CBL of the previous day. Since the 
depth of the density current associated with the sea breeze 
front is about half of the depth of the CBL of the previous day 
or less, this delay is At• • 5-6 hours, i.e., about half of the 
growth time of the CBL in the first day. 
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Figure 3. (a) Air particle trajectories with L o = 100 km, K = 10 m2/s, h = 2 day -•, and (b) averaged 
temperature perturbation. The imprint of the air particle trajectories is in Figure 3a. (c, d) As in Figures 3a 
and 3b, but X = 10 day -•. 

(b) 

(d) 

The behavior of the diurnal CBL, hoz,(t), and of the noc- 
turnal NBL, h oN(t), is shown in Figure 4, for a 4 day integra- 
tion. 

4.2. Stream Function and Dynamical Fields 

The Fourier transform of (9), Laplace transformed in time 
and as forced by (15), is 

{[s + X + K(k: + /•:)]: + f:}/•:• + {[s + X + K(k: + 

•- kLo 2 
-[] - cos (•h)] 

+ Nø2}k2•= Qøq(s) ( rr ) • ' sinh •- kLo 
(20) 

where •t is the stream function, and s is the Laplace trans- 
formed time t. In (20), h = hoo(t ) during the day, and h = 
ho,•(t ) during the night. The flow driven by the diabatic input 
is governed by (20). The solution to the stream function equa- 

tion, the momentum components, and particle displacements 
are given in Appendix A2.. 

5. Analysis of Processes in the Initial Value 
Problem 

Taking advantage of the additivity of the solutions, because 
of our linear approach to the problem, here we examine the 
contribution of each of the physical processes in shaping the 
mesoscale flow. 

5.1. Daytime Diabatically Driven Flow, Nighttime 
Diabatically Driven Flow, and Sea Breeze Fossil Flow 

In daytime the flow is driven by the diabatic warming (equa- 
tion (17)). The stream function and the temperature field are 
shown in Figure 5, at sunset of the first day (1900 LTC), which 
is at the end of the diurnal warming period. At this time, the 
sea breeze flow shows downwelling over the sea with adiabatic 
warming and upwelling over the land side with a lifting of the 


